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Abstract

We have applied a simple GUM-based procedure to estimate the uncertainties of
physical and mechanical properties in geological materials. First, we define the
quantity to measure and decide whether we want to work with units or relative quan-
tities. Subsequently, we calculate the repeatability standard deviation (s,) and the
standard uncertainty. If we have proficiency test data or use certified reference ma-
terials, we use them to estimate the laboratory bias, the reproducibility standard de-
viation (sg) and the reproducibility standard uncertainty. We also make sure that we
know or have estimated the standard uncertainty of the instruments that we use in
the measurements. The latter is typically taken from the instrument calibration or
precision statement. We estimate the standard uncertainty of the reference materials
and the standard uncertainty of the laboratory bias. The final two steps include the
calculation of (1) the laboratory standard uncertainty uncorrected for bias and cor-
rected for bias, and (2) the laboratory expanded uncertainty at the 95% confidence
limit.

Keywords: uncertainty, repeatability, reproducibility, vitrinite reflectance, specific
gravity.

Mepidnyn

Egopuoooue puo oy diadikacio vwoloyionod afefaiotitwv puoikoyv Kol unyovi-
KOV TOPOUETDMV YEDAOYIKWOV DAIK®V e faon Tov 0dnyo vroloyiouod afefoiothtwy
100 A1ebvoig I popeiov Metpawv & Zrabudv. Apyixa, opilovue v mocoTHTO TPOG [UE-
NN Kol omopacifovue av GEAovue Vo xproIioTOIoODUE LOVEOES 1 TYETIKA UEYEDN.
Axolovbwg, vroloyilovue v ToTIKN ATOKALGN THS EXAVOLINWIUOTHTOS (Sy) KOI TRV TO-
mikn afefordtynro. Emions, ypnoyomoiovue 0e00uEVa JOKIUMY A0 OIEPYOTTHPLOKA 1]
VAIKG avopopas wote eKTIUNOEL ) GVOTHUATIKY OTOKALGH TOV EPYATTHPIOD, 1] TOTIKN
OTOKAI0N THS AVATOPOYWYUOTHTOS (SR) KoL N TOTIKH ofefaiotnto TG ovamopaywyl-
uotnrag. Extiuodue n vwoloyilovue v tomikn afefoiotyto twv opyevmy oo ypHot-
UOTO100UE OTIC UETPHOELS, THV TOTIKN OPELOIOTHTO. TOD DAIKOD QVAPOPAS KOl THV TOTI-
ki ofefaiotyro e ovoTRUATIKNG amoKAIoNS Tov epyactnpiov. To teievtaia fruota
mepilaufavovy tov vmoloyiouo (1) e ovvolikng tomikns afieforotnrag Tov epyaoty-
piov ue ) xwpic diopBwon yio. v ovotnuatiky omokiion kot (2) tnv dieopouévy ofie-
Porotnra tov gpyactnpiov ot eximedo gumioroovvis 95%.

Aééerg Klg1dwd: afefoidtnro, EROVOINYIUOTHTO, OVATOPOYOYYOTHTO, OVOKAOGTIKO-
o frepivity, €101k6 Lopog.
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1. Introduction

Understanding and evaluating measurement uncertainty is important to fully exploit laboratory
results. The basic step involves the estimation of uncertainty either for a single operator or within a
laboratory, or among laboratories. A measurement technique should (1) distinguish between error
and uncertainty; (2) recognize that all measurements have uncertainty; (3) identify types of error,
sources of error, and how to detect or minimize errors; and (4) estimate, describe, and express
uncertainty in measurements and calculations.

The Guide to the Expression of Uncertainty (GUM) published by the Joint Committees for Guides
in Metrology establishes the general rules for evaluating and expressing uncertainty in
measurements (BIPM, 2008). For further explanation or clarifications to definitions and detailed
procedures the reader may refer to the excellent publications by NIST, EURACHEM, NordTest,
UKAS, and ASTM. The GUM defines uncertainty as the parameter that is associated with the
result of a measurement and characterizes the dispersion of the values that could be attributed to
the measurand. In addition, the GUM recognizes two types of uncertainty components: (1) type A
that are evaluated using statistical analysis of measurement series, and (2) type B that are
evaluated using other than statistical analysis of measurement series.

For type A uncertainty components, the standard uncertainty is

S
w=_ (1)
Jn
where s is the standard deviation and » the number of measurements used to calculate the standard
deviation. Examples of type B components are the resolution of a thermometer and the tolerance
of an instrument. Type B components are commonly described by rectangular-, trigonal-, and U-
type distributions. To estimate the total uncertainty associated with the quantity Y = f{X;), the
GUM combines the type A and B components of the uncertainty of the measurand y = f(x;), which
is designated as u.(y) (BIPM, 2008).

Assuming normal (Gaussian) probability distribution for y and its combined standard uncertainty
u.(y), the quantity Y is greater than or equal to y — u.(y) and is less than or equal to y + u.(y) at an
approximate level of confidence of 68%, which is expresses as Y = y + uc(y). The combined
standard uncertainty u. is used to express the uncertainty of many measurement results.
Nonetheless, it is often required to express the uncertainty at the 95% or 99% confidence level.
This is called the expanded uncertainty U and is obtained by multiplying u.(y) by a coverage factor
k (k=2 for 95% confidence and & = 3 for 99% confidence), thus U = k-u.(y) and Y =y + U.

2. Materials and Methods

We have used the GUM (BIPM, 2008) and the NordTest TR 537 report (Magnusson et al., 2003)
to formulate a simple algorithm for calculating the uncertainties of physical and mechanical
parameters that are commonly determined in testing laboratories of geological materials by using
standard test methods. We introduce the relevant parameters and basic equations that we have used
under the assumption of normally distributed data and, subsequently, we give two examples of our
adopted approach.

The agreement between results obtained with the same method on identical test or reference
material under the same conditions (job done by one person, in the same laboratory, with the same
equipment, at the same time or with only a short time interval) is the best precision a laboratory
can obtain. This is called the within-batch precision or single-operator repeatability. The
repeatability standard deviation is estimated by
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where n represents the number of measurements x; (e.g., Mandel, 1964). In the case of combining
several (k) series of measurements performed under similar conditions, which is also common in
testing laboratories, the repeatability standard deviation is estimated with Eq. (4)

(n1 —l)sl2 +(7’12 —l)sz2 +(n3 —1)s32 +...+(nk —l)s,f
(nl —l)+(n2 —1)+(n3 —1)+...+(nk —1)

The repeatability limit r is calculated by using » = (1.96 x \2) x s, = 2.8 x s,. This means that the
difference between two measurements made under repeatability conditions is unlikely to exceed
the repeatability limit » (with 95% confidence).

S, =Sp=

“)

The within-laboratory repeatability is a measure of the agreement between results obtained with
the same method on identical test material under different conditions (execution by different
persons, with the same or different equipment, in the same laboratory, at different times) is a more
realistic type of precision for a method over a longer span of time when conditions are more
variable than defined for repeatability. The measure is the standard deviation of these results sz,
which is also called the between-batch precision. The within-laboratory repeatability limit R; is
calculated by R; = 2.8 x s7; that is, two measurements of the same material from the same
laboratory should not exceed R;. The within-laboratory repeatability standard deviation is
estimated as above.

Reproducibility is the agreement between results obtained with the same method on identical test
or reference material under different conditions (execution by different persons, in different
laboratories, with different equipment and at different times). The measure of reproducibility R is
the standard deviation of these results sz and is defined by R = 2.8 x sg; that is, the difference
between the measurements of two different laboratories under reproducibility conditions should
not exceed R (with 95% confidence). The reproducibility standard deviation is typically derived
from interlaboratory (/L) measurements and proficiency tests (PT), and is given by the agency that
is responsible for these tests. Nonetheless, it can be readily calculated providing that all the
measurements from all the laboratories are known. From the above it is anticipated that sz > s7 > s

To calculate the laboratory uncertainty, we first assume uncorrelated uncertainties, then define the
quantity y to measure, and finally decide whether we want to work with units or relative quantities
(e.g., s or %s = 100xs/u). The latter is preferred. Furthermore, in the case a laboratory uses refer-
ence materials (RF), or participates in proficiency tests, the bias, which is a measure of nonrandom
error, is estimated. Second, we calculate the single-operator (s,) or the within-laboratory repeata-
bility standard deviation (sz), and the repeatability standard uncertainty

)
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Third, we estimate the standard uncertainty associated with all the laboratory apparatus that we use
in the measurements

_ ’ 2 2
uinslrumenx - uinstrument : (6)
i

Fourth, from proficiency tests, or reference materials, we estimate the standard uncertainty of the
reference material(s)

Sr
U gy :ﬁ (7

and the standard uncertainty of the laboratory bias

ubias = \ RMszias + ulziF > (8)

Z(Yz - Yref)2

n

where RMS,. =

bias ’

or the percent relative RMSpias

Yi_Yref 2
IC

=100-|— "¢
n

pRRMS
)

The fifth step is the calculation of the bias-uncorrected laboratory standard uncertainty

bias

_\/( 2 + 2 )
uLab,bias—uncurrectd - ur uinstrumens s

(10)

or bias-corrected laboratory standard uncertainty

2 2 2
uLab, bias—corrected = \/(ur + uinstrumenx + ub[as)
QY
Finally, we calculate the expanded laboratory uncertainty, either bias-uncorrected or bias-corrected,
ULab = k x uLab
12)
at the 95% confidence limit. The factor £ depends on the degrees of freedom (v = n — ), (Mandel,
1964).
3. Examples

3.1. Vitrinite Reflectance

In this example, the laboratory (Energy Resources Consulting) estimates the single-operator and
within-laboratory uncertainty using a reference material (ICCP Single Coal Accreditation
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Program). The test involves the determination of the vitrinite reflectance according to ISO 7404-5.
Six different samples are measured by three laboratory scientists, and the data are listed in Table 1.

Table 1 — Vitrinite reflectance data measured on coal samples.

Sample | User N H s %s Sp %sp HRF SRF | %SRF

A 100 0.64 | 0.047 | 73

#1 B 100 0.63 | 0.050 | 7.9 0.04 6.3 064 | 0.04 | 6.6
C 100 0.63 | 0.005 | 0.8
A 100 0.67 | 0.042 | 6.2

#2 B 100 0.67 | 0.045 | 6.7 0.05 7.0 0.67 0.04 | 59
C 100 0.67 | 0.053 | 7.9
A 100 0.89 | 0.054 | 6.1

#3 B 100 091 | 0.045 | 4.9 0.05 5.8 0.88 0.06 | 7.3
C 100 090 | 0.058 | 6.4
A 100 1.17 | 0.050 | 4.2

#4 B 100 1.20 | 0.033 | 2.8 0.05 4.1 1.15 0.10 | 9.0
C 100 1.18 | 0.058 | 4.9
A 100 098 | 0.043 | 44

#5 B 100 097 | 0.032 | 33 0.04 4.1 0.95 0.05 | 5.1
C 100 0.98 | 0.045 | 4.6
A 100 091 | 0.055 | 6.0

#6 B 100 0.90 | 0.047 | 5.2 0.06 6.2 0.88 0.06 | 6.3
C 100 091 | 0.066 | 7.2

The within-laboratory standard deviation and standard uncertainty are calculated as follows:

number of group measurements N = 6;
number of measurements per group n = 100;

repeatability standard deviation (pooled) S, = 5.7%;
repeatability limit ¥ =2.8-5, = 15.9%;

standard uncertainty u#, = —£ = 2.3%.
VN

The microscope standard uncertainty is estimated from the daily calibration log and the nominal
reflectance of Y—AI garnet. Thus, the instrument standard uncertainty is

_ Sinstrument = 0.3%.

U strumens = (N

The reference material standard uncertainty is

number of samples N = 6;

XLVII, No 3 - 2085




S
standard uncertainty U, = “RE = 2.7%.
VN

The standard uncertainty of the laboratory bias is the square root of the sum of the squares of
PRRMS and ugr,

PRRMS = 2.5%;
standard uncertainty of reference material (global average) U, = 2.7%;

standard uncertainty of bias #,,, . = 2.9%.
Finally, the expanded laboratory uncertainty U at the 95% confidence level is

. . — ~ 0.
bias-uncorrected standard uncertainty U, ; ios wncorrecia = 23705

. . o
bias-corrected standard uncertainty #,,, b bias—corrected = 3.4%;

degrees of freedomv=N-1 =5;

coverage factor k = 2.571;

expanded uncertainty U, , = k-u Lab, bias—corrected — - 70-

3.2. Soil Specific Gravity

In this example, the laboratory (GeoTerra) participates in proficiency tests (AASHTO Materials
Reference Laboratory) that involves the determination of soil specific gravity according to ASTM
D 854 and the results are from a period of six years. The details are given in Table 2. Each test
comprises two soil samples that are analyzed by different members of the laboratory staff and the
results are sent to the PT provider for evaluation. Several hundred laboratories around the globe
take part in the test and the large number of the participating laboratories (N > 800) ensures that
the global average for each A—B pair can be safely considered as the reference value.

Table 2 — Laboratory and proficiency test data for soil specific gravity.

Samble Laboratory Global

P G 5 Yosr G, Sr %Sk | N

A 2.694 2.683 0.0318 1.2
0.004 0.1 803

B 2.696 2.680 0.0336 1.3

A 2.703 2.658 0.0380 1.4
0.004 0.1 809

B 2.696 2.657 0.0367 1.4

A 2.685 2.704 0.0349 1.3
0.002 0.1 849

B 2.682 2.699 0.0336 1.2

A 2.726 2.733 0.041

! 0.0002 0.01 ! L 1.5 829

B 2.687 2.694 0.0341 1.3

A 2.664 2.681 0.0350 1.3
0.016 0.6 862

B 2.627 2.667 0.0333 1.2

A 2.636 2.654 0.0326 1.2
0.004 0.2 : 881

B 2.629 2.653 0.0338 1.3
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The within-laboratory standard deviation and standard uncertainty are calculated as follows:

number of group measurements N = 6;
number of measurements per group n = 2;

repeatability standard deviation (pooled) §;, = 0.3%;
repeatability limit 7 = 2.8-SL = 0.8%;

N
standard uncertainty #, = —== = 0.1%.
VN

The standard uncertainty of the instruments, in this case balance(s) and pycnometer(s) that
conform to the requirements of the standard test method, is the combined uncertainties of the
balance(s) and the pycnometer(s). For reasons that have to do with the daily use of the laboratory
equipment, we prefer to estimate the uncertainty of instruments from tolerances than calibration
records even if this results in higher standard uncertainty. The balance(s) for soil specific gravity
according to ASTM D 854 should have a readability of 0.01 g and a basic tolerance a equal to
0.1% (Class GP5, ASTM D 4753). The Class A 250 ml and 500 ml pycnometers have a specified
tolerance of 0.15 ml and 0.25 ml, respectively, and the corresponding relative tolerance values are
0.06% and 0.05%. Consequently, the instrument standard uncertainty is calculated, assuming
rectangular distribution,

_ abalance

standard uncertainty of balance u, .= T =0.06%;

[ 2
Aysom + Asoom

standard uncertainty of pycnometer .. erer = \/g =0.05%.

The test method reproducibility standard deviation and uncertainty are similarly calculated
the number of proficiency tests N = 6;
the number of measurements per proficiency test (average) n = 839;

the reproducibility standard deviation (pooled) S r = 1.8%;
the reproducibility limit R =2.8-S, = 5.2%;

S
the standard uncertainty #, = —£ = 0.8%.
VN

The laboratory bias standard uncertainty is then estimated

root mean square RMS = 0.05%;
standard uncertainty of reference material (global average) Uy, = U, = 0.06%;

standard uncertainty of bias #,,, . = 0.08%.
Finally, the expanded laboratory uncertainty U at the 95% confidence level is

. . 1o,
bias-uncorrected standard uncertainty U; ;. i0c wncorrecta = 0-1%703

. . o
bias-corrected standard uncertainty U}, jus corrected = = 0-2%0

degrees of freedomv=N-1 =5;
coverage factor k =2.571;

expanded uncertainty U, =K U}, pias correctea = 0-4%.
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4. Conclusion

We have shown the use of a simple but sound procedure to calculate the standard and expanded
uncertainty for typical tests of geological materials considering repeatability measurements,
reference materials, and proficiency tests. In the future, we plan to expand the above described
procedure to mineral chemistry and thermochemistry data.
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