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Abstract

One of the major problems in numerical simulations of wave propagation in elastodynamics using grid-point methods is the truncation of the computational space by artificial boundaries. These boundaries produce spurious reflections, polluting the results with artificial noise, therefore several efforts have been realized in order to achieve transparent or non-reflecting boundaries for truncating the computational space. Perfectly Matched Layer (PML) has been one of the most efficient methods for implementing artificial boundaries at the edges of the computational models. However the application of PML requires the “tuning” of several variables, for which very limited work has been presented. In the present study we employ the Non-Splitting formulation of PML (NPML) technique presented by Wang & Tang (2003), based on the introduction of small perturbations in the wavefield. The NPML formulation shows the same accuracy with the originally introduced PML but is easier to be implemented because it does not require the field splitting. The main scope of this paper is to perform a full analysis of the efficiency of NPML based on numerical tests using a 3D–4th order staggered-grid velocity-stress finite-difference scheme. The analysis consists of direct, quantified comparisons with reference solution waveforms from a semi-analytical method (Discrete Wavenumber Method) with synthetic waveforms produced using the most popular Absorbing Boundary Conditions (ABCs) and PML, in various canonical models (homogeneous and layer over half-space).
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1. Introduction

Numerical methods which are employed for wave propagation problems are necessarily applied in bounded media, using artificial boundaries (e.g. grid planes without neighbor grid planes from one side). On these artificial boundaries the energy of the computation area needs to be absorbed. Two solutions have been proposed for this problem, namely the absorbing boundary conditions (ABCs) and the absorbing layers. Berenger (1994) introduced an absorbing layer in 2-D and later (Berenger, 1996) in 3-D time domain electromagnetic numerical simulations, which he named (PML), since it had the property of being perfectly “matched” with the computation area medium. This means that at the bulk medium - absorbing layer interface, no spurious reflections were produced, while the
transmitted waves inside the layer were perfectly absorbed. PMLs have been eventually imple-
mented in other scientific domains, such as computational acoustics and elastodynamics.

In elastodynamics, PMLs were first formulated for the P-SV case by Hastings et al. (1996) using
compressional and shear potentials in the PML region. Since then, Chew and Liu (1996), Collino and
Tsogka (2001), Festa and Nielsen (2003), Marcinkovich and Olsen (2003) amongst other researchers
studied various aspects of PML properties. More Recently Komatitsch and Martin (2007) and Mar-
tin et al. (2008) presented an unsplit convolutional PML with improved performance at grazing in-
cidence for purely elastic and poroelastic media.

Historically, the PML was formulated based on field splitting to avoid convolutional operations in
the time domain. The Non-Splitting formulation of PML (NPML) uses perturbed equations to reduce
automatically to the original wave equations in the inner layer, being equally efficient with PML and
at the same time easier to implement. In the present work we use the NPML technique presented by
Wang & Tang (2003), in order to perform a full analysis of the efficiency of NMPL using numerical
tests with a 3D-4th order staggered-grid velocity-stress finite-difference scheme (Moczo et al.,
2002, Kristek et al., 2002 and Kristek and Moczo, 2003). The analysis consists of direct comparisons
of finite-difference synthetic waveforms with waveforms from discrete wavenumber method
(DWN), which is used as a reference solution, for various canonical models (homogeneous and layer
over half-space). Finally quantitative comparisons of synthetic waveforms produced using the most
popular ABCs and PMLs for the same canonical models are also presented, in an attempt to exhibit
the superiority of the latter as an artificial boundary in numerical computations, especially when the
PML parameters are properly optimized.

2. The Non-Splitting (NPML) Formulation

The Non-Splitting formulation is essentially based on a coordinate stretching technique. Assume
\( p \in \{x, y, z\} \), the following coordinate transformation is defined:

\[ (1) \]

where \( p \in \{x, y, z\} \) are the transformed (stretched) coordinates, \( i \) is the imaginary unit and \( \omega \) the an-
gular frequency. Functions \( \Omega \) are the attenuating functions in the PML zone, which depend on the
layer thickness, the material velocity, the theoretical reflection coefficient and some additional con-
stants. The properties of these functions and typical values of the theoretical reflection coefficient
and constants used will be examined later in this work.

After coordinate stretching, the modified nabla operator is given by equation:

\[ (2) \]

and the corresponding equation of motion becomes:

\[ (3) \]

where \( \rho \) is density, \( \vec{V} \) is the velocity vector \( t \) is time and the stress vector. After applying the Fourier
Transformation, equation (3) yields

\[ (4) \]

which after some algebra leads to equation:

\[ (5) \]

Applying the inverse Fourier Transformation to equation (1) we obtain

\[ (6) \]

If we define the following convolutional operator:

\[ (7) \]

the inverse Fourier Transformation of equation (5) yields

\[ (8) \]

Time derivative of Hooke’s law for elastic media is given by equation

\[ (9) \]

where \( \{x, y, z, t\} \) is the stress tensor, \( \{e, y, z, t\} \) is the strain tensor and \( e \) is the elastic coefficients tensor. In the frequency domain equation (9) becomes

\[ (10) \]

The relation between strain and the particle velocity field, \( \vec{v} (x, y, z, t) \) is given by equation:

\[ (11) \]

By applying again the coordinate stretching technique according to equation (1) and after taking into account equation (11), equation (10) becomes
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where $u$, $v$, and $w$ are the three velocity components.

After applying the inverse Fourier Transformation to previous equation (12) leads (after rearranging), to:

$$u, v, \text{and } w$$

Since equation (13) involves time derivatives, can be expressed also as:

$$u, v, \text{and } w$$

which is the most often used NPML formulation (Wang and Tang, 2003).

### 3. Implementation on NPML in a 3D-4th Order Staggered-grid Velocity-Stress Finite-Difference Scheme

The NPML formulation has been incorporated in the 3D–4th order staggered-grid velocity-stress finite-difference scheme proposed by Moczo et al. (2002). More information on this scheme can be found in Kristek et al. (2002) and Kristek and Moczo (2003). In this study we employed the time marching scheme by Wang and Tang (2003), using the trapezoidal rule (e.g. Davis and Rabinowitz, 1975), of 2nd order accuracy, for example:

$$m$$

where $m$ is the time index, $P \in \{u, v, w\}$ and $p \in \{x, y, z\}$. In equation (15) functions $\Omega_p$ are the attenuating functions inside the PML layer. In the medium they are equal to zero, so the system of equa-
tions for velocity-stress NPML scheme is reduced to the original system of wave equations. Functions $\Omega_p$ are non-zero inside the PML layer, so that only waves propagating perpendicular to the PML plane are attenuated and consequently only the corresponding $\Omega_p$ functions have to be considered non-zero. For example, if a wave is propagating in the $xz$ plane normal to $x$ or $z$ direction only $\Omega_x$ or $\Omega_z$ has to be computed, respectively. At the edges of the computational model (e.g. of the $xz$ plane) both and have to be computed. Different types of functions have been proposed by several authors for the attenuation, $\Omega_p$, functions. In this work a slightly modified form of the function proposed by Collino and Tsogka (2001) were used, namely:

\begin{equation}
\delta\text{ is the thickness of the PML layer in grid points, } p\text{ is the index of the current PML plane, } V\text{ is the P-wave PML medium velocity, } \tau\text{ is a tuning variable and } R\text{ the theoretical reflection coefficient. This theoretical reflection coefficient describes the desirable minimum reflection at the PML interface and is a function of the layer thickness (Collino and Monk, 1998a). This formulation shows the same accuracy with the originally introduced SPML but is easier to be implemented because it does not require the field splitting. In terms of computational efficiency the NPLM scheme used in this paper is equal to SPML, but in memory storage it is slightly less efficient than SPML since more variables have to be kept in core memory.}
\end{equation}

4. Numerical Testing Of The Non-Splitting PML Formulation

In order to numerically test the accuracy of NPML formulation, FD synthetics were compared using the Discrete Wavenumber method (DWN) (Bouchon, 1981; computer code Axitra Coutant, 1989). The comparisons were made for two different models, a homogeneous space and a surface layer over a homogeneous half-space. For the homogeneous model, calculations of synthetics were performed for two different values of $V_p/V_s$ ratio, 4 and 1.78 (model A and B respectively), for examining the stability of the scheme in models with high velocity contrasts. For all types of models, a FD calculation was performed also for an enlarged version of each computational model, with the same source-receiver geometry but located far from the borders, in order to avoid any spurious reflections (reflection-free FD solution). A double-couple point source was used for all the FD computations. The source was simulated using a body-force term by a method suggested by Frankel (1993) and adapted for a staggered-grid by Graves (1996). A Gabor signal, used as a source time function. Here, $f_p$ is the predominant frequency, $\gamma$ controls the width of the signal, $\theta$ is a phase shift and $t_s=1$. For testing both types of incident waves, two different values for the strike of the source were used (45° and 0°), in order to have “pure” P or S waves impinging on the PML boundary, according to the radiation pattern of a double-couple point source.

4.1 Homogeneous Model

The efficiency of PML for different incidence angles of the wavefield was tested in this model for both types of incident body waves. Models A and B have the same S wave velocity $\beta=562$ (m/s), density $\rho=2000$ (Kg/m³) and quality factors $Q_p=Q_s=1000$ and different P wave velocity $\alpha_A=2248$ (m/s) and $\alpha_B=1000$ (m/s). The size of the grid spacing $h$ was determined using the rule that the minimum wavelength $\lambda_{\text{min}}$ propagates in the grid with sufficient accuracy, must be six times larger than the grid...
spacing \( h = \lambda_{\text{min}}/6 \), which has been shown appropriate by stability and grid dispersion analysis in a homogeneous medium (Moczo et al., 2000). The number of grid cells of the computational models were \( M_X = 300, M_Y = 300, M_Z = 500 \), the spatial grid spacing was \( h = 30 \) m and the time steps for model A and B were \( d_{tA} = 0.006 \) s and \( d_{tB} = 0.013 \) s, respectively. For the enlarged models the number of grid cells for the incidence angle and surface tests were \( M_X = 350, M_Y = 300, M_Z = 500 \) and \( M_X = 350, M_Y = 350, M_Z = 400 \) respectively. The spatial grid spacing and the time steps for enlarged models (model A and model B) were the same.

### 4.2 Incidence angle test

The test was implemented using eight profiles of ten receivers each, which corresponded to eight in-
Incidence angles (0° to 70°) with a step of 10° degrees. In Fig. 1 the configuration of source and receivers positions for the normal (left) and the enlarged (right) models are shown, respectively. The longitudinal components of the fourth receiver from the PML boundary of each profile (shown in Fig. 1) computed for direct incidence of P waves for model A and S waves for model B, are plotted in Figs. 2 together with the DWN synthetics. For receivers 74 and 78 no DWN synthetics were available because of intrinsic limitation of the method which does not allow computing solutions for receivers with equal depth or epicentre as the source.

In Fig. 2 DWN synthetics are depicted with a black continuous line, FD synthetics with a PML thickness of 30 grid spacings with a dark gray line, FD synthetics with a PML thickness of 10 grid spacings with a light gray line and FD synthetics for the enlarged model with a black dashed line.

4.3 Comparison with non-reflecting boundaries

The efficiency of PML comparing to other, commonly used, non-reflecting boundaries (NRB) was also tested for the previously described models. Five non-reflecting boundaries were used in these comparisons, namely Clayton and Engquist (1977), Higdon (1991), Peng & Toksöz (1994, 1995) and a combination of the first-order operator of Higdon (1991) with the A1 condition of Clayton and Engquist (1977) as implemented by P.-C. Liu and R. J. Archuleta (Moczo et al., 2002).

The computations were performed with the same source-receiver geometry and source parameters described for models A and B. The FD calculations were performed again for ten and thirty grid steps PML thicknesses. The synthetic waveforms were compared with the DWN solutions and for the quantification of these comparisons the single value envelope and phase misfits were calculated (Kristekova et al., 2006). In Fig. 3 the longitudinal components of the waveforms produced for all the non-reflecting boundaries, together with the 10 and 30 PML FD solutions for model A and direct P waves (left) and for model B and direct S waves (right) incidence are shown.

The 30 and 10 PML FD solutions are depicted with the sparse and dense black dashed lines, respectively, while the FD solutions for the enlarged model are shown with the black solid line. The solutions computed with the use of A1 condition of Clayton and Engquist (1977) and the Higdon (1991) operator are denoted with dark and light gray solid lines, respectively. The Peng & Toksöz...
(1994, 1995) solutions, for maximum attenuation set for the perpendicular displacement component of the P and S waves, are shown with the sparse and dense dashed light gray lines, respectively. Finally, the solution computed with the P.C. Liu and R. J. Archuleta non-reflecting boundary is denoted with the dense dark gray dashed line. Results from all comparisons performed, are quantified in Fig. 4, where the single value envelope and phase misfits are plotted against the incidence angle for the longitudinal components of both (A and B) models. The envelope misfit verifies the visual inspection of the calculated waveforms, with a noticeable diminished efficiency of the PML boundaries in the vicinity of the critical incidence angle and generally for grazing incidence angles.

Furthermore, envelope misfits are higher for model A than model B for the horizontal component, which might be an indication that PML can perform better than other non-reflecting boundaries in models with high Poisson ratios. Finally, it can be noticed that the 10-grid PML performs slightly worse for direct S wave incidence in comparison to direct P wave incidence for both models A and B, which suggests the need of thicker PML zones in cases that S waves are arriving at the computational model boundaries.

Phase misfits have much smaller values than the envelope misfits. This is strong indication that the errors introduced in the FD solutions from PML and other non-reflecting boundaries in general, are mostly due to changes in the amplitude and not in the phase of the waveforms. Phase misfits do not
exhibit the same trend as the envelope misfits becoming smaller with increasing incidence angles for the longitudinal component. Furthermore, on the contrary to amplitude misfits, phase misfits seem to be independent of the velocity contrasts or the type of the impinging wave.

### 4.4 Layer over half-space model

The second model used to test the efficiency and the overall behavior of NPML is a surface layer over a half-space (LHS) model. The size of the grid spacing \( h \) is the same determined and used for the homogeneous models \( (h=30 \text{ m}) \). The number of grid cells in the \( x, y, \) and \( z \) directions are \( MX=400, MY=400, \) and \( MZ=300 \) and the time step \( dt=0.002 \text{ s} \). A double-couple point source with the same Gabor signal as a source time function was used for the FD computations in LHS model.

The test was implemented by using nine equidistant receivers positioned parallel to the \( Z \) axis, normal to the free surface. The first receiver was located at the free surface, while the deepest receiver at the depth of 1200 m. Moreover the seventh receiver was placed exactly on the layer – half-space interface in order to examine the behavior of the NPML in the vicinity of this internal boundary. The source was placed at a point with Cartesian coordinates \( (300, 4500, 450) \text{ m} \).

FD calculations were performed for ten and thirty grid steps PML thicknesses and two different values of the tuning variable \( \tau [0.75, 1.5] \). For the \( 3^{rd} \) receiver no DWN synthetics were available due to the intrinsic limitation of the DWN method previously mentioned.

The single value envelope and phase misfits were calculated for the horizontal and vertical components of all receivers, using as a reference solution the DWN synthetics when possible. In Fig. 5 the averaged envelope and phase misfits for the three components of each receiver are plotted against the receiver’s depth for all three combinations of PML thicknesses and \( \tau \) values.

From these figures, the trend of thicker PML zones to produce better results can be observed, while the 10 grid-spacings PML zone performs better for lower values of the tuning variable \( \tau (=0.75) \). Moreover the decreased efficiency of PML in the vicinity of the layer – half-space interface should be pointed out for all combinations of zone thicknesses and tuning variable values. Small phase misfits for all computations are also consistent with the results drawn from the homogeneous models, showing that NPML affect mostly the amplitude of the waves.

Fig. 5: Average envelope and phase misfits of the three components of each receiver plotted against receiver’s depth for the LHS model.
5. Conclusions-Results

The performance of a NPML technique was tested for the Cartesian coordinate system, as implemented for a 3D-4th order staggered-grid velocity-stress Finite-Difference scheme. Numerical tests were performed for investigating its overall performance in a layer over half-space and homogeneous halfspace models with high and low Poisson ratios. The results were compared with the semi-analytical solution provided by the Discrete Wavenumber Method (DWN) and quantified using a single value envelope and phase misfit, in order to study the influence of the NPML not only on the amplitude, but also on the phase of the impinging waveforms.

In all tests the Non-Splitting formulation did not exhibit instability problems in any of the models used (high and low Poisson ratios, LHS). NPML performance appeared to be better at almost vertical incidence angles and is reduced at grazing angles. Moreover their efficiency for the critical angle of incidence depends on the PML thickness. The trivial conclusion that thicker PML zones result in weaker artificial reflections was deducted from all the tests performed. For computations with high accuracy demands, a thicker PML zone is suggested (30 grid-spacings), providing that the memory cost from the thickest PML zone is affordable.

The comparison of the NPML with other, commonly used, Non-Reflecting boundaries is clearly in favor of PML. The envelope and phase misfits calculated, for any PML thickness and for all incidence angles exhibited systematically lower values. The higher efficiency of PML is shown for both horizontal components. Envelope misfits are higher for model A than model B, suggesting that PML perform better than non-reflecting boundaries in high Poisson ratios models. The poorer performance of 10-grid PML zones in direct S wave incidence comparing to direct P wave incidence for both models A and B might be related with the choice of the wave velocity used in Eq. (16). After several tests performed the P wave instead of S wave velocity was preferred, resulting in better and more stable results.

Phase misfits exhibit much smaller values than the envelope misfits. This is a strong indication that the errors introduced in the FD solutions from PML and other non-reflecting boundaries are mostly due to changes in the amplitude and not in the phase of the waveforms.

The artificial reflections in thinner PML zones are probably due to the boundary used for the termination of the PML zone. On the contrary, for thicker PML zones artificial reflections are probably caused by the finite contrast in properties between successive grid nodes, suggesting that the discrete PML zones behave almost as solid bodies. Stronger attenuation will enhance the contrast in properties of successive nodes for thicker zones while for thinner zones will produce stronger reflections from the PML interface. Thus the optimum solution should be based on a compromise between the thickness of the zone and the applied attenuation between successive nodes.
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