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Abstract 

This paper introduces "MISTIC", a magnitude independent program for the analysis 

of spatio-temporal earthquake clustering, developed on the basis of a simple 

clustering algorithm which is implemented in Matlab. The method is conceptually 

based upon the comparison of the inter-event time and the epicentral/hypocentral 

distance between subsequent events, with pre-defined values, without any magnitude 

constraints. The code identifies spatial concentrations of the seismic activity which 

exhibit enhanced occurrence rates, significantly higher than the average or 

background seismicity rates. The visualization tools provided by the program’s 

interface, enable the user to directly test and control the whole process. The 

calculations are performed fast even for relatively large catalogs. The description of 

the algorithm along with some examples are presented in this work. Moreover, an 

application in the local microseismicity catalog for Samos-Karaburun area, in 

eastern Aegean Sea, is also demonstrated. The identified clusters which are extracted 

from the analysis, exhibit special characteristics varying from a typical main-

shock/aftershock behaviour to a swarm-like activity. Further testing and improvement 

of the source code are scheduled in order to constitute "MISTIC" a fast and useful tool 

for seismic cluster analysis. 

Keywords: Seismological software, earthquake clustering, microseismicity, Samos - 

Karaburun. 

Περίληψη 

Η παρούσα εργασία παρουσιάζει το "MISTIC", ένα πρόγραμμα για τη χωρο-χρονική σ

υσταδοποίηση της σεισμικότητας ανεξαρτήτως μεγέθους. Βασίζεται σε έναν απλό αλγό

ριθμο συσταδοποίησης και έχει αναπτυχθεί με τη χρήση της γλώσσας Matlab. Στηρίζετ

αι στη σύγκριση των ενδιάμεσων χρόνων και της επικεντρικής/υποκεντρικής απόσταση

ς μεταξύ διαδοχικών σεισμών, χωρίς περιορισμούς ως προς το μέγεθος των σεισμών. 

Με τη χρήση του, αναγνωρίζονται οι χωρικές συγκεντρώσεις της σεισμικότητας κατά τι

ς οποίες ο ρυθμός γένεσης σεισμών είναι σημαντικά αυξημένος συγκριτικά με τον μέσο 

ρυθμό ή τη σεισμικότητα αναφοράς. Το λογισμικό συμπεριλαμβάνει υπηρεσίες απεικόν

ισης που διευκολύνουν το χρήστη ώστε να ελέγχει άμεσα και συνεχώς τη διαδικασία, η 

οποία είναι ταχεία ακόμη και για πολυπληθείς καταλόγους. Στην παρούσα εργασία περ

ιγράφεται ο αλγόριθμος με συνοδά παραδείγματα. Επιπλέον, παρουσιάζεται μια εφαρμ

ογή σε έναν τοπικό κατάλογο μικροσεισμικότητας στην περιοχή Σάμου-Karaburun (Α.

Αιγαίο). Αναδυκνείονται οι ιδιότητες των σεισμικών συστάδων που αναγνωρίστηκαν κ
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αι χαρακτηρίζονται είτε ως τυπικές μετασεισμικές ακολουθίες είτε ως σμηνοσειρές. Με

λλοντικές εφαρμογές και βελτιστοποίηση του κώδικα αναμένεται να καταστήσουν τον "
MISTIC"  ένα γρήγορο και χρήσιμο εργαλείο για τη μελέτη σεισμικών συστάδων. 

Λέξεις κλειδιά: Σεισμολογικό λογισμικό, συστάδες σεισμών, μικροσεισμικότητα, 

Σάμος- Karaburun. 

1. Introduction 

Seismicity clustering is an aspect of earthquake behavior both for global and regional seismicity. 

Earthquakes exhibit multi-dimensional clustering at all scales in the sense that the earthquake 

occurrence, changes with respect to space, time and magnitude (e.g. Kagan and Jackson, 1991). 

Earthquake clustering reveals a physical interrelation mechanism among faults, or demonstrates 

possible interactions between earthquakes and their seismogenic sources. Clustering and earthquake 

interrelations stem also from the fact that some seismicity parameters (inter-event time, frequency-

magnitude distribution) as well as fault properties (displacement accumulation, fault 

length/frequency) are characterized by fractal geometry and power law statistics. When investigating 

earthquake clustering in a specified seismogenic area, two seismicity types are distinguished. The 

first type is the time independent seismicity, which is assumed to be constant over large time periods, 

in a given constant fault stressing rate. Time independent seismicity is considered as normal for a 

certain region (Habermann and Wyss, 1984). The second kind is the triggered seismicity, such as 

aftershock sequences which decay with time according to Omori’s law (Omori, 1894). The later 

type of seismicity is not representative of a region and it is oftentimes removed from the datasets 

when specific analysis is required. This is accomplished by the application of a seismicity 

declustering methodology, a process aiming to the identification and the separation of seismicity 

catalogs into mainshocks (independent events) and seismic excitations including foreshocks and 

aftershocks (dependent events). 

The methods that have been developed in order to discriminate the dependent from the independent 

fraction of seismic activity are divided into conventional and stochastic approaches (for a 

comprehensive review see van Stiphout et al., 2012 and references within). The methods forming 

the first group can be further classified into window and link based methods. The window-based 

methods remove the smaller magnitude earthquakes in a space-time window around a larger event, 

usually named as the main shock (e.g. Utsu, 1969; Gardner and Knopoff, 1974). Most commonly, 

the larger the magnitude of the main shock, the bigger the window size is considered. The link-based 

methods remove events which are found within a compromised space-time distance compared to an 

earlier event (Reasenberg, 1985; Frohlich and Davis, 1990). On the other hand, stochastic 

declustering methods mostly model space-time-magnitude occurrences of earthquake clusters, in the 

form of a branching point process (e.g. Kagan, 1991; Ogata, 1998; Console and Murru, 2001; 

Zhuang et al., 2002, 2004). These models generally classify seismicity into two components, the 

background and the clustered seismicity, according to certain branching rules. However, recent 

studies show that the independent fraction of seismicity, as it is assumed, actually exhibits temporal 

fluctuations which can be noticeable even during short time scales (e.g. Hainzl and Ogata, 2005). 

Some modern clustering identification techniques have also been recently proposed, such as the 

CURATE algorithm (Jacobs et al., 2013) and multi parameter space clustering after data 

transformation to equivalent dimensions (Lasocki, 2014). 

The aim of this paper is not to discriminate and remove aftershocks from the background seismicity, 

but to identify earthquake clusters in space and time without any magnitude constraints (except the 

completeness level of the dataset). There is strong evidence supporting the fact that the magnitude 

of each individual aftershock is independent of the mainshock magnitude (Michael and Jones, 1998; 

Felzer et al., 2004). According to this statement, the only reason that stronger earthquakes generate 

stronger aftershocks is because the number of their aftershocks is much larger than the one for 

smaller magnitude mainshocks. Additionally, seismic swarms and small seismicity bursts without 

characteristic events are also frequently observed in some seismotectonic environments. 
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Thus, the "MISTIC" algorithm (Magnitude Independent Space - TIme Clustering) which is now 

introduced, is developed in order to identify clusters considering that the clustered seismicity density 

in space and time, is much larger than the average (or background) activity. The parameters set to 

classify earthquakes in clusters are the inter-event time, the distance from the cluster’s center of 

gravity and the minimum number of events per cluster. In this way, swarms and relatively smaller 

magnitude seismic sequences can still be identified and thereinafter be connected with physical 

processes such as stress transfer and pore fluid migration. Finally, the algorithm and its application 

in a local seismicity catalog of Samos-Karaburun area (eastern Aegean Sea) are also demonstrated. 

2. Methodology 

"MISTIC" is a code implemented in Matlab. The cluster identification technique that it follows is 

based upon the calculation of characteristic quantities (time and distance) between subsequent events 

and the comparison of the derived values according to predefined ones, by the user limitations. The 

cluster analysis procedure depends on three parameters, user defined: a) a maximum inter-event 

time between subsequent events, b) a maximum distance between earthquakes epicentres and the 

clusters’s gravity center and c) a minimum number of events in each cluster. This algorithm is 

magnitude independent, since high rated seismicity concentrated in a narrow region can be observed 

in the absence of a characteristic earthquake magnitude, something which is verified in the 

demonstrated application. A maximum inter-event time, Tmax, a maximum distance, Xmax and a 

minimum number of events per cluster, Nmin, are assumed to be the constraints set by the user in 

order to define clustered activity. The source code is implemented into the following steps i) the 

preliminary temporal criterion, ii)  the spatial criterion and iii) the final temporal criterion, all 

described below. 

2.1. Preliminary Temporal Criterion 

When a seismic cluster occurs, the fundamental criterion that should be fulfilled concerns the time 

difference between the successive events. Constraints in time are primarily considered because if an 

inter-event distance criterion is adopted instead, the following misleading case is likely to happen: 

We assume that there is a sequence of three seismic events, ni-1, ni, ni+1 (Figure 1). Each of these 

events is determined by an origin time (tj) and a position vector (rj) which is described by either two 

variables in 2D coordinates (longitude and latitude) or three variables (plus depth) in 3D coordinates. 

In the current example the depth has been neglected, thus, the position vector is only defined by the 

epicentral coordinates. 

 

Figure 1 – An example of three earthquake epicentres in a sequence (ni-1, ni, ni+1) described 

by parameters in time and in 2D space, where ti is the occurrence time, ri is the position 

vector, Δt is the inter-event time and Δx is the inter-event distance between the events. 

ΔΤj and Δxj are the temporal and spatial (Euclidian distance) differences between the successive 

events, respectively. In this case, a ni-event although it has occurred close in time with the former 

(ni-1) and the following (ni+1) events (Δt1, Δt2 and Δt3 are similar), it is located far away from them, 
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such that Δx1>>>Δx3 and Δx2>>>Δx3. An inter-event distance criterion could classify both ni, ni+1 

events out of the cluster although the distance between ni+1 and ni-1 is relatively much shorter. On 

the contrary, a predefined temporal criterion ensures that such events are not removed from the 

cluster. In this way, many non-clustered events in the datasets are created, however none of the 

clustered event is subtracted, as an outlier. After the first criterion is applied, the compiled catalogs 

are tested for the number of events they contain and only those for N>Nmin, are further investigated 

through the second criterion. All clusters obtained during this process are individually saved and 

further used as an input to the second step of the procedure. 

2.2. Spatial Criterion 

The earthquake clusters extracted after the first criterion include events with inter-event times 

Δt<Tmax. The second step is to set certain spatial criteria in order to define clustering in the space 

domain. These constraints are successively performed in two individual processes: 

i.  Firstly, the events whose epicentres are far from the cluster’s gravity center in a distance X-

i>Xmax (specified by the user) are identified and removed. This criterion is adopted in order to 

manually select a radius that is in agreement with the scope and the needs of the analysis. 

ii. In the case that the spatial constraints are of minor importance or not strict enough, the algorithm 

identifies and removes the outliers by providing the option for applying two different techniques, 

namely Test 1 and Test 2, which are described below: 

Test 1: The first option is to identify events which lie in a distance equal or greater than the average 

distance ( X ) between the events and the center of the cluster, plus k times the standard deviation 

(σ) of these distances from the cluster’s gravity center. Specifically, the minimum acceptable 

distance in Test 1, where Xi is the distance between the ith event and the cluster center and k-value 

is usually set equal to 2 or 3 is defined as: 

Equation 1 – Minimum acceptable distance defined by Test 1. 

kXX i   

Test 2: The alternative option assumes that the minimum distance between two events which belong 

to the same cluster can be defined from the center of the cluster according to the formula: 

Equation 2 – Minimum acceptable distance defined by Test 2. 

kX
X

X
X i 










%5max

 

The first term in the right part of equation 2 balances the effect of the outliers, since %5maxX  is the 

average distance of the 5% of the most distant events from the center. The second term is 

proportional to the dispersion of the data (same as Eq. 1). If the outliers are far from the cluster 

gravity center %5maxX it becomes larger and therefore, the right part decreases, such that events 

located at intermediate distances are also excluded. On the other hand, if the outliers are relatively 

close to the cluster, the term 
%5maxX

X  is closer to unity and consequently the radius extends, 

therefore, the events located at the borders of the cluster are not being removed. Figure 2 

schematically demonstrates the comparison between the two approaches for four different 

combinations of input parameters (regarding Tmax and Xmax) for the same seismic catalog. In all cases 

Nmin is set equal to 50 events. 
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Figure 2 - Cluster identification for the same seismic dataset for different spatial and 

temporal criteria (Test 1 - blue circles) and (Test 2 - red circle). 

In the subplots of Fig.2 the spatial distribution of earthquake epicentres which form a cluster as they 

have been extracted from the "MISTIC" code is shown. In each plot, the radii of the inner and the 

outer blue circles are equal to the mean distance of the epicentres from the cluster center plus 2σ and 

3σ, (i.e. k=2 and k=3) respectively (Eq. 1). Whereas, the red circle indicates the cluster boundaries 

defined by the term 2
%5max

X
X

X  (Eq. 2, k=2). 

When Xmax takes relatively low values, Test 2 provides almost the same constraint with the case of 

2σ although it is always stricter. As Xmax increases and the outliers lie in greater distances, Test 2 

becomes sufficiently stricter than 2σ+ X and prevents events that are found in intermediate distances 

from intruding into the cluster. An alternative way to avoid such a situation is to select a reasonably 

low value of Xmax (and Tmax) from the beginning of the clustering procedure so that the outliers can 

be initially filtered. These values can be adjusted by the user after repeating the process. In particular, 

in Fig. 2b, there are three events inside the red circle which have been excluded from the cluster 

according to the second temporal criterion described in the following section (Step 3). After the 

spatial constraint is accomplished the compiled catalogs are sought for the number of events they 

include, and only those with N>Nmin, are further analyzed in Step 3. 
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2.3. Final Temporal Criterion 

The datasets compiled after the application of the temporal and the spatial criteria, are further filtered 

with a final temporal constraint. The reason for adding a supplementary test appears because after 

the execution of the Spatial Criterion the removal of some remote events resulted to the increase of 

the inter-event times between subsequent earthquakes in the specified clusters. An additional 

comparison of the new inter-event times with the maximum time (Tmax) set at the beginning of the 

process is therefore necessary in order to ensure that the spatio-temporal criteria are strictly fulfilled. 

At the end of the process, the final catalogs with the extracted clusters are available for visualization 

and any other processes for the inspection of the method’s efficiency or for the final decision making, 

on behalf of the user. 

The output files include all the catalogs compiled in each of the three Steps, named: 

1) Dataset.c*: the first catalog extracted after the application of the Preliminary Temporal 

Criterion (Step 1) 

2) Dataset.p*: the second catalog derived after the application of the Spatial Criteria (Step 2) 

3) Fincat.b*: the final catalog (after employing Steps 1, 2 and 3) 

In addition to the datasets, the program provides supplementary information about the characteristic 

and the statistics of the original dataset (total number of events, time span of the catalog, mean - median 

inter-event time and area dimensions) as well as statistical information for the derived clusters (starting 

and ending date/time, number of events, maximum magnitude difference, etc - see Table 1). 

3. Testing and Evaluation 
3.1. Study Area 

In July 2007, online seismological stations were deployed in the central part of the Aegean coast in 

western Turkey (Inan et al., 2007). Several previous studies in this area focused on the seismotectonic 

properties, regarding active faults and neotectonic analysis (e.g., Bozkurt, 2001, 2003; Mountrakis et 

al., 2003; Çiftçi and Bozkurt, 2009), study of seismic sequences (e.g., Benetatos et al., 2006; Aktar et 

al., 2007), or microseismicity analysis (Tan 2013). Tan et al. (2014) installed a dense local network 

(July 2007 to September 2012) and analyzed the recorded seismicity for faults identification. 

 

Figure 3 - Spatial distribution of the 13.592 earthquakes recorded and analysed in Samos-

Karaburun area. Intense seismic activity is observed at the eastern part of Samos island, 

NNE of Samos at the offshore Turkish mainland as well as in Karaburun peninsula. 
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The earthquake foci analysis showed that they are associated with certain clusters and they 

illuminated the subsurface structure of the mapped faults. During this period continuous monitoring 

resulted in a wealth of data (Figure 3) which, along with data provided from seismological stations 

of the permanent Hellenic Unified Seismological Network (HUSN), are capable of revealing the 

geometrical properties of the activated structures. The catalog was integrated with the calculation of 

local magnitudes (Tan, 2013) with minimum recorded ML=0.2. 

The calculation of the catalog completeness magnitude, MC, was accomplished by applying a 

maximum likelihood goodness of fit test (Leptokaropoulos et al., 2013) which is a modified version 

of Wiemer and Wyss (2000); MC was found equal to ML=1.6 (Figure 4). The application of this 

technique in two years data sets shows a constant value of MC=1.6, a fact that verifies the regular 

and efficient local network operation. Such a low completeness threshold implies that the specific 

dataset is the best catalog ever compiled for this area. The b-value of Gutenberg-Richter relation 

was found equal to 0.93, a value close to 1.00 which is typical for characterizing seismic activity 

worldwide. 

 

Figure 4 - Calculation of the completeness magnitude, ΜC, and b-value of Gutenberg-Richter 

power law for the seismicity catalog. In the left frame, squares and circles indicate the 

incremental and the cumulative frequency magnitude distribution in respect. The fitting 

curve (b-value) was derived by application of the maximum likelihood estimation method. In 

the right frame, the goodness of fit test is shown between the obtained power laws of the real 

data (triangles) or 1000 synthetic catalogs (squares), as a function of magnitude, Μ. 

3.2 Application and Results 

The input seismicity dataset contains 5.577 events, distributed over an area with approximately 

covering 131km x 144km. The earthquake recordings lasted for 1.898 days, for which the mean and 

the median inter-event time is equal to 0.340 and 0.143 days respectively. The parameters used for 

the application of the algorithm and the extraction of earthquake clusters are i) maximum inter-event 

time, Tmax=0.5 days, ii) maximum distance from cluster, Xmax=50km and iii) minimum number of 

events per cluster, Nmin= 30. Finally, 15 clusters fulfilling the aforementioned criteria, are identified. 

Nevertheless, two earthquake triples of these clusters are further merged into hyperclusters, i.e. 

clusters generated after the merge of several clusters into a single one. Although there are inter-event 

times greater than 0.5 days (therefore generating separated clusters), the mean inter-event time of 

the events included in these clusters is still much lower than the overall average. 
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Thus, the analysis yields 11 clusters (Figure 5) whose properties are shown in Table 1. Some of 

these clusters exhibit main shock-aftershocks characteristic (C2, C5, C6, C8 and C10), whereas 

some others (C1, C3, C4, C7, C9 and C11) are rather swarm-like sequences. 

Table 1 – Quantitative properties of the clusters identified with their codes (the clusters are 

displayed in Figure 5). Shaded cells accommodate main-shock aftershock clusters, whereas 

cells with swarm-like clusters are white. 

Cluster 

ID 

Number 

of Events 

Duration 

(Days) 
ML Mmax 

ΔΜ  
between the 2 

strongest events 

Mmax 

Rank in 

Sequence 

b-value 
(95% confidence 

bounds) 

C1 141 6.12 2.1 4.1 0.3 103/141 0.76±0.13 

C2 37 2.07 3.1 4.3 0.9 2/37 0.61±0.20 

C3 50 3.17 3.3 3.6 0.1 43/50 0.75±0.21 

C4 30 1.48 2.5 3.3 0.1 15/30 0.87±0.31 

C5 47 1.83 5.1 5.1 1.9 1/47 0.88±0.25 

C6 69 4.16 4.8 4.8 0.6 1/69 0.70±0.17 

C7 94 4.51 1.7 3.8 0.3 19/94 0.80±0.16 

C8 232 25.79 1.8 5.0 0.8 19/232 0.89±0.11 

C9 105 4.2 2.7 4.2 0.2 65/105 1.08±0.21 

C10 97 5.21 5.0 5.0 0.6 1/97 0.67±0.13 

C11 136 31.8 2.6 3.7 0.5 88/136 
0.73±0.13 

(Mc=1.8) 

 

Figure 5 - The earthquake clusters identified with the use of the "MISTIC" algorithm. The 

cluster properties are described in Table 1. Violet colour represents a main-shock aftershock 

sequences, whereas red colour indicates a swarm-like activity. The usage of triangles and 

circles was only done for discriminating clusters from their adjacent one. 
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The criteria used for this discrimination are the magnitude difference between the two strongest 

events (<0.5 units for swarms) and the occurrence of the strongest shock at the earliest stages of the 

seismic burst. After several iterations, it is shown that selecting values between 0.5-1.0 days for the 

inter-event time, leads to an identical number and size of the extracted earthquake clusters. Lower 

values of inter-event time (0.1 to 0.5 days) yield 5-7 clusters whereas the maximum distance 

criterion from 30km up to ~80km roughly increases the number of events in each cluster by ~5%. 

When the default spatial criterion is applied, a few relatively remote events are included in the 

clusters, in the cases when the inter-event time is set higher than one day. 

4. Discussion and Conclusion 

This paper introduced "MISTIC", a magnitude independent space-time clustering algorithm, which 

distinguishes seismic clusters characterized by significantly higher occurrence rates into areas with 

predefined dimensions. Based upon the well-established observation that seismic bursts occur when 

seismicity rate is more than 10 times higher than the average seismic activity (and even higher than 

the background seismicity), it is unlikely that the cluster’s gravity center is significantly shifted from 

the actual location (i.e. for every 10-20 events which occur within the cluster less than one event 

occurs off the cluster). Especially during the initial stages of a seismic burst, when earthquake rates 

demonstrate the highest values, the clusters are well determined and tightly shaped, hard to be 

contaminated by earthquake outliers. 

The application of the proposed code provides figures of clusters and lists of events potentially 

belonging to each cluster, for manual testing by the user. It is noteworthy that the computation time is 

negligible (less than 10sec) even for a dataset consisting of approximately 50.000 events. This fact 

grants the user with the flexibility to test a variety of different parameters or value combinations and 

to evaluate the results along with the visualization services the code provides. The algorithm 

demonstrates adequate performance, being able to identify even minor clusters with the absence of a 

characteristic magnitude event, but only associated with the increased seismic activity. These enhanced 

seismicity rates may thereinafter being sought for potential association with physical processes such 

as pore fluid migration, dynamic or static stress changes (Leptokaropoulos et al., 2016). Nevertheless, 

the algorithm is not suitable for large areas or global seismicity datasets since it performs with a better 

accuracy at smaller areas with constrained seismic zones where high quality local catalogs are available. 

Further testing of the algorithm providing more results will be beneficial for the verification of the 

process and will certainly contribute to the optimization of the code’s performance. 
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