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ABSTRACT

The probabilities of occurrence of strong (M>6.5) earthquakes, in the seismically active regions of Mexico,
central and south America, are estimated. The straightforward approach of Bayes statistics is applied in order to
search for the inter-arrival times of strong earthquakes in predefined seismic zones of the above referred re-
gions. The method introduced allows to determine the uncertainties involved, which are expressed as percent-
ages of the earthquake mean return period. The determination in this way is very efficient because one may
calculate uncertainties on the same time scale. It is also shown that the final maximum Bayesian probabilities of
the inter-arrival times in the several seismic zones are dependent on the data set used and particularly on its time
length. Comparisons between the predicted and the real time of earthquake occurrences are finally made in
order to evaluate the correlation between them.

IZYNOWH

Extiudvron oL mbavomreg YEveons Loxvedv (M=6.5) oelopav oTig GELouXd EVEQYES TTEQLOXES ToU MeEwxov,
™G REVIOWXTIG HaL TNG VOTLag Apepuriic. H evBeia mpoogyyion tg otatiotxiig Bayes eqapudtetal pe onomd mv
EUQEON T®WV EVOLAUETWYV XOOVWV LOYUQWY OELOUWV OF TOOXAOOQLOUEVES OELOWARES CWVES TV TROAVOPEQDELOWV
aeployv. H pébodog mov elodyetal emTOEMEL TOV TEOOOLOQLONG TV EUTAEXOUEVWV offefaroTitwv, oL omoieg
EXQEALOVTOL WG TOOOOTA TNG HEONG TEQLGAOU ETAVAMYNS TV OELoPGV. O TEOOdLOPLOUSS UE OWTS TOV TEOTO
elvan oAU amoteleopatindg eneldri ov afefatdTeS PITOQOUV VO VTTOAOYLOTOUV OtV (dLor Xoovixn ®Afpoxa.
Eniong deiyveton 61t oL teMnég péyioteg mbavomnreg tmv evilapéonv xoévwy, ®otd Bayes, eEagtdvrol and to
dedopgva vou eldGTEQE. aTtd TN YEOVIXY Toug didoxela. Telxd, yivoviaw ovyxpioeic uetall Twv mpoPlemonusvov
RO TV TQOYUATIXWDV XOOVWV YEVEONG, PE OROTO Vo EXTUNOEL 1 ovoyETion petaEy Toug.
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1.INTRODUCTION AND DATA USED

The theory of Bayesian probability has been extensively used in the past to approach seismological problems
mainly to determine conditional probabilities of earthquake occurrences. Campbell (1982, 1983) proposed a
Bayesian extreme value distribution of earthquake occurrence to evaluate the seismic hazard along San Jacinto
fault. A similar procedure has been applied by Stavrakakis and Tselentis (1987), for a probabilistic prediction of
strong earthquakes in Greece.

Ferraes (1985; 1986) used a Bayesian analysis to predict the inter-arrival times for strong earthquakes along
the Hellenic arc, as well as for Mexico. An alternative view of Ferraes research was presented by Papadopoulos
(1987), for the occurrence of large shocks in the east and west segments of the Hellenic arc. Stavrakakis and
Drakopoulos (1995) adopted the Bayesian extreme value distribution of earthquake occurrence in order to
estimate the seismic hazard in some seismogenic zones in Greece and the surrounding area.

The examined regions were divided in thirteen seismic zones or seismic sources according to zoning pro-
posed primarily by Papadimitriou (1993), Papazachos et al. (1997) and Cernadas et al. (1998). Given that a large
number of events is needed to avoid instability in the applied method, we modified slightly the seismic zoning
proposed by the above mentioned authors by using as criterion the spatial clusters of the earthquakes epicenters.
The zones and epicenters of shallow events finally adopted are depicted in figure (1).

For the purpose of the present research, shallow (h>60 Km), mainshocks of magnitude M>6.5 that occurred
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in the time interval from 1900 to 1996 inclusive are considered. This earthquakes are extracted from the catalog
constructed by Tsapanos et al. (1990). This catalog was improved by considering: a) the magnitudes listed by
Pacheco and Sykes (1992) and b)the revised world seismicity catalog given by Pirez (1999).

The exclusion of foreshocks and aftershocks was made by the following criteria (Acharya 1979): All events
that occurred 40 days before the main event (Jones and Molnar, 1979) in a radius of L=10"5"% were consid-
ered as foreshocks, where My is the surface magnitude of the main event. All events that occurred 365 days after
the main shock (Tajima and Kanamori, 1985) were considered as aftershocks.

2. METHOD APPLIED

In the method applied here, introduced by Papadopoulos (1987) the inter-arrival times for each zone were
extracted from the catalogue of main shocks. Assigning a prior probability to each inter-arrival time and assum-
ing an exponential distribution of inter-arrival times, as one would expect from the random (Poissonian) model,
we get that the prior probability is:

P’'(T,)=1-exp (-AT)) (1)
Where A, the mean rate of earthquake occurrences, calculated directly by:
il
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As the Poisson distribution is assumed for the main shock time distribution, the likelihood function f(Tj) is
the probability of only one event occurrence in a given inter-arrival time, that is:

£ (‘I;) = )\Tjexp (—)\Tj) 3)
Then, the posterior probability can be calculated by the Bayes’ theorem:

P"(T)= f—exp (-a1)] rTexp (AT

J
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For each seismic zone the three inter-arrival times with the highest posterior probability are selected and
they are added to the occurrence time of the last event, E , in the main shock catalogue. Thus, the three most
likely times of occurrence for the next event, E_, , are estimated.

The results of this method are summarized in Table (1). In the first three columns the zone code number, the
number of events used and the mean rate of event occurrence, A, are listed. In the fourth column the three most
probable inter-arrival times are demonstrated, while in the fifth column presents the corresponding posterior
Bayesian probabilities P”. It can be shown (Ferraes, 1985; 1986) that P” is a measure of the probability that T will
be included in a small range around the point Tj. In the last column there are the three estimated times of
occurrence of the next event in the zone that correspond to the inter-arrival times in the fourth column.

TABLE 1. Results of the alternative Bayesian procedure. The three most probable inter-arrival times and their
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FIGURE 1. Seismic zonation adopted by the present work. Circles denote main shocks used
(after Galanis, 2001).
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corresponding probabilities are presented for each zone.

Number )
of Inter- Posterior Estimated time
events arrival Bayesian of occurrence
zZone (n) A time (T) Probability P” of Enun

Zone 1 20 0.1985 6.8713 0.0885 2002, Aug 24
6.5476 0.0879 2002, Apr 28

6.3775 0.0874 2002, Feb 25

Zone 2 19 0.1875 8.2233 0.0898 2003, Dec 5
6.8830 0.0878 2002, Aug 3
10.0372 0.0859 2005, Sep 28

Zone 3 14 0.1889 7.7058 0.1277 1990, Oct 8
S 9931 0.1213 1989, Jan 21

10.2287 0.1174 1993, Apr 17

Zone 4 13 0.1319 11.0031 0.1398 2004, Sep 12
10.2103 0.1392 2003, Nov 26
10.0119 0.1388 2003, Sep 15

Zone 5 25 0.2453 5. 61972 0.0800 2001, Nov 14
5.0442 0.0784 2001, Mar 21

3.8056 0.0685 1999, Dec 24

Zone 6 13 0.1321 11.5903 0.1363 2002, Nov 25
8.8300 0.1314 2000, Feb 21

8.0192 0.1260 1999, May 1
Zone 7 18 0.2172 7.1004 Q.1289 1990, May 10
7.3832 0.1281 1990, Aug 22
5.7395 0.1269 1988, Dec 30

Zone 8 13 0.1352 9.6995 0.1705 2002, Jul 1
8.1548 0+1615 2000, Dec 14
15:3555 0.1504 2008, Feb 26

Zone 9 19 0.1900 7.5813 0.0862 2003, May 4
7.2331 0.0860 2002, Dec 27

8.5748 0.0850 2004, May 1
Zone 10 2 0.2402 6.2902 0.0848 2003, Feb 26
5.5924 0.0846 2002, Jun 17
4.8781 0.0818 2001, Sep 29
Zone 11 22 0.2291 6.9591 0.0753 2002, Jul 16
7.2197 0.0747 2002, Oct 19

5.1695 0.0734 2000, Oect 1

Zone 12 13 0.1391 11.0361 0.1342 2003, Dec 11
12.0514 0.1318 2004, Dec 17
7.7329 0.1250 2000, Aug 22

Zone 13 9 0.4104 12.5114 0.2675 1987, Nov 14
13.7913 0.2541 1989, Feb 25

5.8223 0.2186 1981, Mar 8
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3. RESULTS AND CONCLUSIONS

In order to test the reliability of the method it was used to reproduce the occurrence time of the last event in
each zone. For this purpose, in each zone all the main events but the last one, E_, were used as data for the
application of the two methods.

The results of the test are summarized in Table (2). In the first two columns there are the names of the zones
and the average inter-arrival time. In the next three columns one may find the three most likely estimations
obtained. The sixth column shows the date obtained by adding the average inter-arrival time to the time of event
E_,, which is an independent non-probabilistic estimation that can be compared to the estimations made by the
method. The last column presents the actual time of occurrence, that is the date of the last event, En, introduced
in the catalogue.

TABLE 2. Estimated times of occurrence according to the alternative Bayesian procedure. Three times of
occurrence are estimated for each zone. These times are compared to the time that corresponds to the mean return
period as well as the actual time of occurrence.

Time of
Average En-1 Actual
inter- Estimated Estimated Estimated event time of
arrival time of time of time of plus occurrence

time occurrence oOCcCurrence occurrence average of E,

Zone (T) 1 2 3 T event
Zone 1 4.98 1996.53 1996.21 1996.04 1994.64 1995.77
Zone 2 5.82 2002.04 2003.85 2000.70 1999.64 1995.70
Zone 3 5.39 1986.62 1984.91 1989.14 1984.30 1983.93
Zone 4 6.15 1980.34 1980.54 1981.33 1976.47 1993.69
Zone 5 4.10 1998.37 1997.71 1996.48 1996.77 1996.17
Zone 6 8.16 2001.82 2005.09 1999.06 1998.39 1991.31
Zone 7 4.85 1989.73 1990.02 1988.37 1987.49 1983.26
Zone 8 7.98 2001.58 2007.24 2000.04 1999.87 1992.80
Zone 9 5.07 1994.41 1994.76 1993.57 1992.25 1995.76
Zone 10 4.34 2002.43 2001.73 2001.02 2000.48 1996.86
Zone 11 4,23 1993.79 1995.84 1996.39 1992.86 1995.58
Zone 12 7.14 1996.21 1997.23 1992.63 1992.32 1992.91
Zone 13 7.92 1987.14 1988.42 1994.47 1982.55 1975.36

The four predicted occurrence times and the occurrence times of the actual events, En, are compared. This

is illustrated in Table (3). The inconsistency is expressed as a percentage of the average inter-arrival time, T, for
each zone. This allows comparisons between the accuracy of the estimations in different zones with different
occurrence rates.

The average errors involved are slightly smaller than the mean inter-arrival times. However, the error stand-
ard deviations (SD’s) are rather high being as a rule on the same order with the corresponding errors. It must
also be noted that in most cases the actual events occur before the time predicted by the first method

Finally, the errors are plotted against the size of the sample of each zone. This is demonstrated in figure (2).
The errors are plotted as data points, with error on the vertical axis and number of observations on the horizon-
tal axis. Linear regression is applied in each of the four different data sets of the figure. Numbers 1, 2 and 3
denote the first, second and third prediction of the alternative Bayesian approach. Number 4 denotes the pre-
diction of the mean return period. The coefficients of determination are numbered similarly and they appear in
the top right hand corner. The coefficient of determination is the square of the correlation coefficient.

The slopes of the least squares lines are shown in Table (4). Because it is necessary for the lines’ slopes (in
fig. 2) to be negative, three upper confidence limits for the slopes were also computed. It is observed that the
third estimated time of occurrence is more consistent than the other two. This means that at least three estima-
tions are needed when applying this method.

The upper confidence limits for the slope are negative for all confidence levels, with one exception. The high
significance of the slope of the lines manifests that this is negative.

Comparisons made to show how significant are the obtained results, that is the predicted times of the next
earthquake occurrences, lead to the following conclusions.
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TABLE 3. Errors of the method. The errors are expressed as percentages of the mean return period of each zone.

Error in
Error in Error in Error in last event
estimated time estimated time estimated time plus average
Zone of occurrence 1 of occurrence 2 of occurrence 3 T
Zone 1 15.26 8.76 5.35 22.76
Zone 2 108.81 139.96 85.79 67.57
Zone 3 49.93 18.14 96.74 6.93
Zone 4 217.30 214.07 201.17 280.22
Zone 5 53.43 37 «+51 7«32 14.54
Zone 6 128.88 168.89 95.05 86.84
Zone 7 133.48 139.31 105.45 87.21
Zone 8 110.06 180.90 90.72 88.59
Zone 9 26.47 19.60 43.14 69.18
Zone 10 128.13 112.07 95.63 83.34
Zone 11 42.25 6.17 19.20 64.34
Zone 12 46.26 60.48 3.92 8.29
Zone 13 148.74 164.89 241.21 90.83
Average 86.36 90.77 77.91 69.33
St Dev. 59.10 75.00 72.87 69.87
Errors of
Alternative Bayesian Approach
350 :
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FIGURE 2. Errors of the alternative Bayesian approach. Lines 1,2 and 3 are the least squares lines of the errors
of the first, second and third most probable times (denoted by closed circles, squares and triangles respectively).
Dotted line 4 is the least square line of the errors of the non-probabilistic calculation described (denoted by open
circles).
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TABLE 4. Slopes of the lines of figure (2) and their upper confidence limits, for confidence levels of 80%, 90%

and 95%.
Least Slope of Upper confidence limits
squares least 80% 90% 95%
line squares line
1 -6.0173 -3.0639 -1.4181 0.0407
2 -9.2859 -5.8070 -3.8683 -2.1500
3 ~10.3936 =7.3000 -5.5760 -4.0480
4 -4.8269 -1.0726 1.0195 2.8739

Linear regression (fig. 2) verifies the hypothesis that in the application of the method, the errors depend on
the sample size. Namely, the larger the sample, the smaller the error. This is also true of the simplistic approach
of adding the average inter-arrival time to the occurrence time of the last event (number 4 in fig. 2).

The method is consistent. The dependence of the error on the size of the sample is strong, as can be seen by
the slopes in the trendlines. The slopes obtained by the method are clearly negative. The consistency of the
simplistic, non-probabilistic calculation is lower then the consistency of the alternative Bayesian approach.

It was proved that in the application of the method it is important to examine not only one but at least three
values of probable inter-arrival time. The results implied that even the third most likely inter-arrival time is as
consistent as the first and the second and it can not be ignored.

Finally it is concluded that the method (Papadopoulos 1987) is both consistent and significant.
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