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Abstract

An evaluation of the performance of artificial neural networks (ANNs) to estimate the weights of blue crab (*Callinectes sapidus*) catches in Yumurtaç Cove (Iskenderun Bay) that uses measured predictor variables is presented, including carapace width (CW), sex (male, female and female with eggs), and sampling month. Blue crabs (n=410) were collected each month between February 1997 and January 1998. Sex, CW, and sampling month were used and specified in the input layer of the network. The weights of the blue crabs were utilized in the output layer of the network. A multi-layer perception architecture model was used and was calibrated with the Levenberg Marquardt (LM) algorithm. Finally, the values were determined by the ANN model using the actual data. The mean square error (MSE) was measured as 3.3, and the best results had a correlation coefficient (R) of 0.93. We compared the predictive capacity of the general linear model (GLM) versus the ANN for the estimation of the weights of blue crabs from independent field data. The results indicated the higher performance capacity of the ANN to predict weights compared to the GLM (R=0.97 vs. R=0.95, raw variable) when evaluated against independent field data.
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Introduction

The blue crab, *Callinectes sapidus*, is endemic in the western Atlantic basin. It is a widely distributed, estuarine-dependent species that ranges from South America to the Caribbean and the Gulf of Mexico and to the eastern seaboard of North America as far north as New England (WILLIAMS, 1974). Throughout this range, the blue crab is an important component of estuarine food webs (HINES, 2007); in addition to its ecological importance, blue crabs support the most important commercial and recreational fisheries. Within the United States, commercial fisheries exist in coastal states from...
In addition to this endemic range, the species have become established as non-native species in the Mediterranean basin (HOLTHUIS, 1961), as reported in 15 lagoon systems along the Mediterranean coast of Turkey (ENZENROSS et al., 1997). Due to its high economic value, the importance of commercial and recreational fishing of the blue crab is increasing; moreover, the ecological significance of the blue crab is arousing more and more interest along the Mediterranean coast of Turkey (GOKCE et al., 2006).

Commonly used terms for dimensions of crustaceans include carapace width, body length, body width and wet weight. It can be convenient to be able to convert to the desired length measurement when only one of the other length measurements is known, and the length-weight regression may be used to estimate length from weight (AYDIN & AYDIN, 2011). Information about the individual body weight-length/width relationships in population characteristics is generally of great importance for estimating the population size of the stock for the purpose of its exploitation. The weight is used in a given geographic region to observe species growth. Weight data and weight-carapace length/width relationships constitute useful and standard results of sampling studies (ATAR & SECER, 2003). Relationships between variables in these relationships (i.e., weight-carapace length/width relationships) are often non-linear or unknown. The independent variables are transformed by linear regression. Despite these manipulations, the results often remain disappointing and offer poor predictive value. However, ANNs are nonlinear-type models. They do not necessitate the transformation of variables and can yield better results (LEK et al., 1996; YANEZ et al., 2010). Traditional methods of statistical analysis (i.e., linear regression models, both single and multiple) may be inadequate for quantification (MARAVELIAS et al., 2003).

ANNs offer a promising alternative to traditional statistical approaches for predictive modeling when non-linear patterns exist (JOY & DEATH, 2004). ANNs could be used to substitute for regression analyses, particularly those involving non-linear relationships (MASTRORILLO et al., 1997).

Recently, ANNs have been used in biology and in various disciplines of aquatic ecology rather than in physical or chemical sciences. Applications of ANNs have included predicting the distributions of demersal fish species (OLDEN & JACKSON, 2002; MARAVELIAS et al., 2003), predicting the presences of small-bodied fish in a river (MASTRORILLO et al., 1997), predicting aquatic macro-invertebrate diversities (PARK et al., 2003), modeling population dynamics of aquatic insects (OBACH et al., 2001) and modeling and spatially mapping freshwater fish and assemblies of decapods (JOY & DEATH, 2004). Most of these studies have demonstrated that ANNs performed better than classical linear and non-linear modeling methods, such as linear regression and generalized additive models (BROSSE et al., 2001).

In this paper, we assess the capacity of ANNs to predict the weights of individual blue crabs as related to three predictor variables (i.e., carapace width (CW), sex, and sampling month) in Yumurtalık Cove-Iskenderun Bay. Finally, the application of the ANN was compared to a conventional linear approach (i.e., the general linear model (GLM)). Model-predicted and observed values are compared by different statistical parameters.

**Materials and Methods**

This study was conducted in Yumurtalık Cove (Iskenderun Bay, Northeastern Mediter-
Blue crabs were sampled monthly in the Yumurtalik Cove between February 1997 and January 1998 using small shrimp trawls (with a 15 m head rope length on the bottom trawl and a 14 mm mesh cod end). Each monthly survey sampled crabs at 6 randomly assigned stations. Trawl shots of approximately 30 minutes were performed at depths between 5 and 30 m (Fig. 1). All crabs collected during the sampling were transported to the laboratory. In the laboratory, sex was determined by the differences in external anatomy between males and females (i.e., the shape and color of the abdomen) (JIVOFF et al., 2007). The specimens were enumerated, weighed (W) and measured for carapace width (CW, to the nearest mm) using Vernier calipers.

In this work, ANN and conventional (GLM) techniques were implemented. Each independent variable was tested, and the function that returned the best correlation with the dependent variable was retained. The GLM was used as a check. The global statistical significances of the relationships between the dependent variable y and the independent variables were analyzed using the analysis of variance (ANOVA, \( \mu = 0.05 \)). Calculations were performed using the SPSS 10 software.

ANNs are simulations of biological nervous systems using mathematical models. They are networks with simple processor units, interconnections, adaptive weights and scalar measurement functions (e.g., summation and activation functions) (RUMELHART et al., 1986).

For ANN, a multilayer feed-forward neural network was used. A schematic representation of a typical ANN is shown in Figure 2 and consists of 4 interconnected layers of ‘nodes’ or ‘neurons’, including an input layer containing 1 node per independent variable (i.e., sampling month, CW, and sex of the blue crab), the first and second hidden layers, and finally, an ‘output layer’ with 1 node (i.e., the weight of the blue crab). Each layer connected to another layer with interconnections and adaptive weight values. The neurons were connected to next-layer neurons with adjustable weights. Training the network consisted of using a training data set to adjust the connection weights to minimize the error between observed and

Fig. 1: Yumurtalik Cove (Iskenderun Bay, Northeastern Mediterranean-TURKEY).
predicted values. This training was performed according to a back-propagation algorithm (RUMELHART et al., 1986). This is a second-order nonlinear optimization algorithm with very fast convergence and is recommended by several authors (MARAVELIAS et al., 2003; GUTIERRAZ-ESTRADA et al., 2008). The computational program was written in Matlab (MATLAB, 2006). Neural Network Toolbox of Matlab was used for the ANN calculations. The Matlab functions were used for “training”, “testing”, and “validation”. They were used randomly: 70% in training, 15% in testing, and 15% in the validation of the 410 blue crabs. The training data set had 286 pattern values for training the network regarding different numbers of epochs. For training, the “Trainlm” training function was used, which is a network training function that updates weights and bias values according to the Levenberg-Marquardt (LM) optimization, which is the most widely used optimization algorithm (MATLAB, 2006).

LM outperforms simple gradient descent and other conjugate gradient methods in a wide variety of problems. Another function that can be used is the “Learnbgdm” function, which is the gradient descent with momentum weight and bias learning functions.

The MSE function is used as the “Network Performance Function”, which measures the performance of the network according to the mean of squared errors with Equation (MATLAB, 2006). The equation could be written as:

$$ E = \frac{1}{n} \sum_{i=1}^{n} (o_i - t_i)^2 $$

Where “o” and “t” are output and desired output, respectively. The W and b values will be updated until the epoch number is reached.

In addition, the coefficient correlation between the actual and estimated weight values for training and testing functions were determined as described previously (BILGILI et al., 2007).

Results

The study classified blue crabs according to sex as females, males, and females with eggs. The collected sample set had 180 females, 150 males, and 80 females with eggs. The ANN used crabs, sex, carapace width, and sampling month as input data to predict the weights of blue crabs with three different predictor values. The ANN was trained with the Levenberg-Marquardt (LM) algorithm for 3000 epochs; then, its results were
tested (Fig. 3). As seen in Figure 3, the prediction of the ANN is consistent with the actual values.

The performance value, such as the mean square error (MSE) and the R of the relationships between observed and estimated values for training and testing data are given in Table 1. A significant result shown in this table is that the MSE and R values of the testing data were better than those of the training data. The MSE was measured as 3.3 for validation. Moreover, because of the validation samples, it could be clearly understood how the weights reached the closest calculated results for the blue crabs. The validation results show that the identified ANN weights were correct for testing data.

Table 2 shows the standardized correlation coefficients (R values) and the mean square errors (MSEs) of the relationships between observed and estimated values obtained for both ANN and linear regression (LR). The ANN model demonstrated a higher predictability than did the regression. On the basis of high R and low MSE calculations, the best performances of the ANN were the predicted weights of the blue crabs.

**Discussion**

In this study, the ANN was trained to estimate the weights of blue crabs based on month caught and prediction data such as sex and carapace width. Growth in the benthic species tends toward increases in size and weight or relatively greater increases in weight rather than in size. The relative weight of the benthic species may be an important adaptive factor, and strictly benthic species such as the brachyuran crab (COMPANY & SARDA, 2000). These researchers claimed that the size-weight relationships differed significantly as functions of the life habits of the species. The most frequently used dimensions for crustaceans include carapace length, width, body length, body width, and wet weight (AYDIN & AYDIN, 2011). It can be convenient to be able to calculate a particular length measurement when only one of the other length measurements is known. The length-weight regression may be used to estimate lengths from weights and vice-versa (ATAR & SECER, 2003; AYDIN & AYDIN, 2011). Regressions or ANNs can be used to
predict the weights of blue crabs from the sampled prediction variables. This study represents a successful attempt to validate the prediction of individual blue crab weights by the application of a neural network to the prediction variables. The return of low error levels in the testing and validation sets of the model suggests that the objective was accomplished. The ANN technique successfully returned an R of 0.93, and the MSE was calculated as 3.3 (Table 1); the prediction of the ANN was consistent with the actual values (Fig. 3). The validation results show that the weights obtained from the ANN were correct for testing data. It can be concluded that the ANN has potential for predicting the weights of blue crabs, depending on the selection of references for measuring prediction variables.

The ANN returned a much higher correlation coefficient between the observed and the predicted values than did the LR. We preferred to use the MSE to assess the model prediction performance. The MSE value of the ANN was clearly lower than it was for the LR (Table 2).

The fact that the ANN provides a better model was highlighted by better predictions for lower values, the normality of the residuals and their independence from the predicted variable. Several authors have reported greater performances of ANNs compared to linear regressions (Sun, 2009). The advantage of ANNs over multiple linear regression (MLR) models is that ANNs can directly take into account any non-linear relationships between the dependent variables and each independent variable (LEK et al., 1996; SUN et al., 2009). ANNs have another advantage in that the ANN modeling ap-
approach is fast and flexible (BROSSE, et al., 1999). In this study, the ANN has demonstrated a new and alternative approach for its application in predicting the relative growth and weight of benthic species, especially strictly benthic species such as brachyuran crabs.

It can be concluded that the ANN method is a powerful tool for predicting missing weights of blue crabs using other field data. Because weight is a limiting morphological factor for decapod crustaceans, the advantage of this model is that if the required predictor data, such as carapace width, sex and sampling month, are available, the weights of the blue crabs can also be predicted quickly and accurately.
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