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Abstract:

Purpose - Nowadays, social networks, online media sharing and
e-commerce platforms generate a vast amount of data, which,
among other information, capture the interactions among the
users. Storing, analyzing and exploiting the aforementioned
information allow the exploration of hidden and unstructured
patterns.

Design/methodology/approach - The associations among the
users during their visit in a platform construct a graph network
which capture all the generated data. Graph Neural Networks are
applied in these data models, to make suggestions based on their
topology. In the presented research, Graph Databases and Graph
Neural Networks are utilized for data exploration and analysis in
graph databases networks.

Findings - In this study, we compare the use of graph databases
with relational databases for large-scale databases and we present
that the use of graph neural networks over graph databases can be
used efficiently to apply machine learning tasks for those datasets.

Originality/value - Thus, in this paper, we present the benefits of
applying graph neural networks and graph databases for data
analysis in large-scale data from social networks. Also, we examine
to the efficiency of using graph databases over relational databases
for analyzing those networks.

Index Terms — Graph Data, Graph Database, Relational
Database, Graph Neural Network, Social Recommender System.

[. INTRODUCTION

The Relational Database Management Systems
(RDBMS) are the most popular technology for data
management, which is widely used in academic
research and industry. However, graph databases
are designed to manipulate dataset which include
interaction among the entities. Multiple studies
show the advantages of using graph databases,
due to their inherent property of handling big
data, comparing to non-graph database when
applied to connected data [1].
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Figure 1 Graph database as a basis for a social network based on IMDB data

Graphs constitute a type of data structure that
represents a set of objects or entities (nodes) and
their relationships (edges). Their expressive power
has attracted the attention of researchers in areas
such as social networks. Figure 1 illustrates an
example of graphs and graph database as a basis
for a social network derived by IMDB data. In
graph databases, nodes (circles) represent
objects; every node has properties, which
correspond to pairs of names and values. The
directional relationships, represented by arrows,
connect the nodes, and denote actions. They also
have properties, which are in pairs of names and
values, like mentioned before. Figure 1 shows that
Denzel Washington produced and acted in the film
“The Equalizer (2014)”. Both “Denzel Washington
and “The Equalizer (2014)” are nodes. All the films



Journal of Integrated Information Management - Vol 09, No 02

where D. Washington acted are presented in the
graph, as well as the other actors that also
participated in the film “The Equalizer (2014)”.

There are two major research approaches
focused on developing frameworks for graph data:
the representation of graph data with Graph
Databases and the application of machine learning
methods on graph data with Graph Neural
Networks (GNNs).

The technology of big data and the spread of its
applications offer an opportunity to re-evaluate
the technology of relational databases. GNNs are
machine learning models designed for graph data
that utilize the graph topology. Further
investigation is needed to understand the
perspectives of the two above approaches
whereas a review of the two research approaches
at a theoretical and a practical level is important.
More specifically, the current study addresses the
following research questions:

RQ1. Is there in the literature any satisfactory
theoretical and experimental verification of the
benefits of applying graph neural networks and
graph databases to managing large-scale data in
social networks?

RQ2. Are there any comparative advantages of
using graph databases over relational databases in
managing large-scale data in social networks?

The paper is structured as follows: the first
section is the introduction, whereas the second
section corresponds to the literature review.
Section 3 outlines a comparative presentation of
handling graph data and relational data by
examining the data modeling, the queries and the
representation of the data. The fourth section
demonstrates how graph neural network can be
applied in social recommendation and finally, in
section 5, there is the conclusion.

II. LITERATURE REVIEW

Although Relational Database Management
Systems (RDBMS) are considered the most
established technique for data management,
graph databases seem to attract the interest of
researchers, because of their ability to manage big
data. According to Kumar Kaliyar, R. (2015) [2],
“most of the real-world applications can be
modeled as a graph and one of the best real-world
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examples is social network”. According to
Bhattacharyya & Chakravarty [3], the evolution of
relational DBMS will be the Graph Databases with
NoSql methodologies, “which is emerging as
beyond of relational model”, while Tian [4]
referred to the growth of big network data in
industry that demands graph technologies, and
denoted that the research projections showed a
significant growth of the global market for graph
databases in the subsequent years.
Xirogiannopoulos & Deshpande [5] stated that the
analysis of the graph structure among the
underlying entities (or objects) in a dataset deliver
meaningful information and value in various
application domains and they mentioned the
development of various graph databases, e.g.,
Neo4j, which address these needs.

Both Graph Databases and GNNs for graph data
have been the focus of research and according to
literature many benefits derive from their
application. The benefits that may occur from
their combination and from the proposal and the
use of a unified framework are yet to be examined.
According to the literature there is a research gap
in the before mentioned research area. Among the
efforts made to this direction, Besta et al. [6]
combined GNN models with graph databases but,
limited work has been done in this research area.

GNNs [7], [8] are deep learning-based methods
that operate on graphs, in which the edges
connecting the nodes express the underlying
topology. GNNs can exploit this topology and
combine it with features on the nodes, in order to
provide predictions. According to Zhou et al,,
there are many variants of GNNs include graph
convolutional network (GCN), graph attention
network (GAT) and graph recurrent network
(GRN). Wu et al. [9] provide an overview of GNNs,
a new taxonomy, as well as a set of evaluation
techniques for GNNs, including open-source codes
and benchmark data sets. Xu et al. [10] highlight
that there is limited understanding of the
representational properties and the limitations of
GNNs, describing an aggregation scheme, in which
the representation vector of a node is calculated
by accumulating recursively and transforming the
representation vectors of the adjacent nodes.
Eventually, they present a theoretical framework
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for analyzing the ability of GNNs to capture
different graph structures.

Spectral approaches of GNNs have their origin in
signal processing, while working with a spectral
representation of graphs. A graph signal is initially
transformed by the graph Fourier transform and
then the convolution operation is carried out,
leading to the resulting signal, which is
transformed once again using the inverse graph
Fourier transform. According to Zhu & Koniusz
[11], despite the great significance of Graph
Convolutional Networks (GCNs) for learning,
there is also the need for special architectures. As
a direct consequence, a Simple Spectral Graph
Convolution (S2GC) was proposed, so as to
achieve the target performance. In general, a
GNN-based technique could be applied on data
extracted from popular social networks
applications. For example, Behun [12] conducts an
overview and a comparison of such GNN-based
techniques, which are used to address problems of
learning on graph data from the Tripadvisor
website.

Based on the literature, Graph Databases are
considered the most suitable technique for graph
data, because of their ability to manage large-
scale data from social networks. In addition, GNN
can effectively be used for predictions by analyzing
the topology of the graph. Nevertheless, there is
a gap in the literature about the interoperation of
GNN models to graph databases, which will be
discussed at the sections below.

I1l. A COMPARATIVE PRESENTATION OF HANDLING GRAPH

DATA AND RELATIONAL DATA

Choosing and developing performant database,
which will support operational functionalities and
decision-making activities, seems to be a
challenging task, especially when big datasets and
complex data  structures are involved.
Conventional databases, such as mysql and oracle
are designed to store relational data. The data are
retrieved using joins among the tables. The
performance of a query is directly associated with
the complexity of the data model and the number
of tables, used for the execution of the query.
Those databases support codifying tabula
structures and paper forms. Robinson et al. [13]
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pointed out the significance of implementing and

utilizing database infrastructures for large
datasets with complex relationships.
Nevertheless, issues occurred when the

relationships among the entities increase, or / and
the complexity of the queries augments. When the
data are stored on graph databases, users manage
data more naturally, because they are
represented as network of nodes - entities. In such
cases, Neodj significantly outperforms relational
databases, since it models the data as a graph
network, while they are retrieved by querying the
graph. One of the main advantages of relational
databases is that they can eliminate the
redundancy, and ensure the integrity of data,
which originated from the normalization process.
On the other hand, the relational databases are
not so flexible on changes that may occur to the
model. Sandell et al. [14] conducted a
performance comparison between state-of-the-
art graphs and relational databases, evaluating
their efficiency and capabilities. They conducted
Performance Comparison Analysis of ArangoDB,
MySQL, and Neodj and the results indicate that
Neodj performs faster in querying connected data
than MySQL and ArangoDB.
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Figure 2 Graph Database Model

In this section, mysql and neo4j are compared,
using an IMDB dataset of movies and people
(actors, directors, etc.). In this dataset, there are
seven entities (Country, Genre, Movie, Person,
Language, Location and Keyword) and 15
relationships (Acts_In, Has_Keyword, Has_Genre,
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Figure 3 Relational Data Model

Released In, Produced, Wrote, Directed,
Has_Language, Cinematographer_For, Edited,
Has_Location, Composer_For, Certified_In,

Production_Designer_For,
Costume_Designer_For). The comparison will be
held on the following categories:

e Data Modeling

e Querying of Data

e Data Representation

A. Data Modeling

In figures 2 and 3, the models of graph
databases (neo4j) and relational databases
(mysql) are presented respectively. As it is obvious
from the figures, the relational schema is more
complex. Despite the fact that relational
databases provide structured and high-quality
data without inconstancies, due to the
normalization process, the relationships and the
constraints that exist among the entities have to
be considered. The schema of a relational
database cannot efficiently incorporate changes
on the relationships on the database, as the
schema is inflexible. On the other hand, because

rmoviesﬁid IMT (FK}

movies_genre_id INT (FK) R TEAT
keyword_id INT

movies_key_id INT (FK)
key_id INT (FK)

kKeyword TEXT

b A

graph database is scalable and flexible it is easy to
adopt any change on the relationships among the
entities

B. Querying the Data

The performance of a query’s execution is of vital
importance and is associated with the data
complexity and diversity. In relational databases,
the performance is getting worst in case JOIN
operations applied to large tables in contrast to
graph databases. When the data are generated
using two to three hops across tables, the RDBMS
provide results in satisfactory response time.
However, when more hops are required, then the
response time is amplified, while in several cases,
some tables will be locked, as they will wait the
completion of the execution of the submitted
queries.

C. Data Representation

The data representation is associated with the
decision-making process, which depends on the
selection of the database selected for data
retrieval. The two main criteria that are used in

27
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order to decide the appropriate visualizations are:
e the cost to produce the results and
e the way the representations lead to
informative decisions.

Figures 4 and 5 present the data in Neo4j and in
MySQL. The graph-based representation lead to
decisions that are more accurate and provide
more functionalities so as to identify in detail the
associations among the entities. For instance, in
figure 6 the movie with title “Mystery of Maya” is
selected and the entities associated with that
movie are displayed. Nevertheless, in order to
examine all the entities related to the selected
movie in a relational database, too many queries,
have to be executed that cause high demands on
resources and increase the required time.
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Figure 4 . Neo4j Graph Representation

title location

American Hustle (2013)  Union Station, Worcester, Massachusetts, USA
American Hustle (2013)  Wang Center - 270 Tremont Street, Boston, Ma.,
American Hustle (2013)  Worcester Art Museum, Worcester, Massachus.,
American Hustle (2013)  Worcester, Massachusetts, LISA

An Education (2003) Bloomsbury Service Station - 6 Store Street, Blo..
An Education (2003) Caf? Rosetta, Mattock Lane, Ealing, London, En.
An Education (2009) Caf? de Paris, Coventry Street, Soho, London, ..

Figure 5 Mysql Tabular Representation

Table 1 illustrates some IMDB data used in the
implementation process for both DBMSs.
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Rank 1.0 2.0

Title Guardians of the Galaxy Prometheus

Genre Action,Adventure,Sci-Fi Adventure,Mystery,Sci-Fi

Description A group of intergalactic | Following clues to the
criminals are forced to | origin of mankind, a team
work together to stop a | finds a structure on a
fanatical warrior from | distant moon, but they
taking control of the | soon realize they are not
universe. alone.

Director James Gunn Ridley Scott

Actors Chris Pratt, Vin Diesel, | Noomi Rapace, Logan
Bradley Cooper, Zoe | Marshall-Green, Michael
Saldana Fassbender, Charlize

Theron

Year 2014.0 2012.0

Ruptlme 121.0 124.0

(minutes)

Rating 8.1 7.0

Votes 757074.0 485820.0

Revenue 333.13 126.46

(Millions)

Metascore 76.0 65.0

TABLE 1 IMDB DATASET

IV. GRAPH NEURAL NETWORKS IN SOCIAL
RECOMMENDATION

In recent years, there is a vast development in
social network applications (such as Facebook, X,
Amazon, etc.) that cover diverse areas of
consumer interests and needs. All these
applications keep the users’ data stored. In most
cases, they also record their social connections, as
well as their interactions over time. These data is
also known as Big Data, due to their massive
volume. Inindustry, there is an enormous interest
in exploiting valuable information from the before
mentioned data, especially for their application in
Social Recommendation. Social Recommender
Systems are used in order to predict new
connections or actions for a person using their
social activities, connections and interactions with
the other users in their social network. Those
systems are valuable for the industry and
especially in e-commerce, to offer more
personalized recommendations to the users,
based on their previous behavior or their
interactions in their social network.

In Social Recommendation, ignoring social
relations would lead to loss of valuable
information. Social relations that are apparentin a
social network have an effect on the preferences
of an individual. As McPherson M. et al. [15]
suggest, social homophily indicates that a user is
more likely to connect to another user with similar
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Figure 6 Results on Graph Database

attributes and preferences. Likewise, Marsden P.,
et al. [16] talk about social influence, which
indicates that users which are connected to each
other, tend to have similar preferences. It is
evident that social relations among people are of
significant interest and provide valuable insights
to analysts. Many different models have been
developed and as Gao C., et al. [17] and by Sharma
K., et al. [18] mentioned in their article, the first
efforts to build Social Recommender Systems was
the Matrix Factorization (e.g. [19] and [20]),
followed by the deep learning models (e.g. [21],
[22]). Among the deep learning models, various
GNNs models are proposed. A plethora of such
models are proposed in literature, with an ever-
increasing rate over the last recent years [18], due
to the fact that GNNs utilize more effectively the
high order connectivity in social networks. Often
GNNs models for Social Recommendation
outperform the previous proposed models on
public benchmark datasets [23].

According to literature, there are surveys that
cover different aspects of GNN based Social
Recommender Systems and referencing many of
the proposed models (e.g. [17], [18]). The two
main aspects covered, are the input types and the
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Oecumantary

architectures of these systems. The input types
refer to the graph types that model the data input
and can be homogeneous graphs (i.e. edges
connect only two nodes and there is one type of
nodes and edges), heterogeneous graphs (i.e.
edges connect only two nodes and there may be
more than one type of nodes and edges), and
hypergraphs (i.e. edges may connect more than
two nodes). The input data are used by the Social
Recommender System to be trained. As was
suggested by Sharma, et al. [18], the architectures
of these Social Recommender Systems have three
key components: the encoder, the decoder and
the loss function. The encoder is a GNN model that
produces node embeddings (users and items). The
GNN encoder must be suited for the
corresponding graph of input data (e.g.
homogenous, heterogenous). Decoders base their
predictions on the embeddings, which are given by
the encoders. Ultimately, the loss function trains
the model so as to achieve accurate predictions.
Various GNN models are proposed as the
encoder in the previous mentioned architecture,
such as Graph Convolutional Networks [24],
GraphSAGE [25], Graph Attention Networks [26],
Gated Graph Neural Networks [27] and
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Hypergraph Neural Networks [28]. Graph
Convolutional Networks operate on spatial, or on
spectral domain. On spatial domain, a neighbor of
nodes is selected for each node and a convolution
is applied in its neighbor. On spectral domain, the
signal is transformed from spatial to spectral
domain, a convolution is applied on the signal, and
it is transformed back to the spatial domain. Either
way, Graph Convolutional Networks leverage
information from their neighboring nodes.

Social Recommender Systems have attracted
research interest, since they have many possible
application domains in industry and cover needs
with  high demand. Many GNNs based
architectures have been proposed over the years.
But GNNs have been also proven their efficiency
for graph data in domains other than social
networks, such as physical systems [29] and
protein structure [30]. GNNs have been
increasingly applied and evolve within machine
learning for graph data, as they effectively
leverage the complex, higher-order connectivity
inherent in graph structures.

V. CONCLUSION

In this study, the research questions RQ1, RQ2
were affirmatively addressed through a
comprehensive review and analysis of relevant
literature findings. Concerning the first research
guestion whether there is any satisfactory
theoretical and experimental verification in the
literature of the benefits of applying graph neural
networks and graph databases to managing large-
scale data in social networks, a large increase in
publications of research results in the topics of
GNN and Graph database is identified and
mentioned in the paper. In particular, a
remarkable rise of research outcomes has been
observed since 2020. There is also a continuous
reference to big data management and
applications. Graph databases are widely used to
manage Big Data and social network data. GNNs
are increasingly being proposed as machine
learning techniques for graph data, particularly in
the aforementioned context. Consequently, GNNs
and Graph Databases can be incorporated to
represent, query and make predictions in big
network data. Regarding the second research
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guestion if there are any comparative advantages
of using graph databases over relational databases
in managing large-scale data in social networks,
the answer was experimentally validated, as the
technology behind relational databases has
reached maturity and is extensively utilized to
meet business requirements. Relational databases
are particularly well-suited for applications
involving structured data, such as transaction
processing and customer data management, while
ensuring data integrity. Although the schema of a
relational database is fixed, it allows for easy
modifications. These databases can be scaled
vertically with relative ease; however, their
performance may decline as the size of the
datasets increases. In contrast, graph database
technology is relatively new, yet it excels at
managing large datasets. These databases offer
the advantage of intuitive usage. Additionally,
they easily scale horizontally through partitioning.
Moreover, graph databases give emphasis on
supporting the relationships (edges) between
objects (nodes), and, therefore, are well-suited for
semantic search and recommendation engines.
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