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Abstract

The increasing use of Al in national security emphasizes the need to regulate its ethical and responsible use
through international rules and regulations. This article examines the importance of Al to national security,
with a particular focus on how it impacts cybersecurity, intelligence gathering, and defense strategies. Even
though Al has been contributing in the reinforcement of national security, it still raises moral issues and
potential security risks, while the need to create international laws and standards is becoming more and more
evident. Moreover, this article assesses the use of Al in national security, highlighting the benefits,
drawbacks and need for oversight. In addition to examining governance issues, the importance of integrating
safety standards with moral and ethical concerns is emphasized, with a particular focus on international
cooperation and the evaluation of current institutions.

Keywords: Artificial Intelligence (Al), National Security, International Norms, Partnerships, International
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Introduction

During the last decade, countries are increasingly aware of what Artificial Intelligence (Al) provides
in connection with national security. Nevertheless, eradication of barriers that obstruct the major usage
of Al in this field requires recognizing and forming such standards and guidelines that protect and
manage societal impacts. Currently, Al studies are still closely tied to research on big data, data
mining, and machine learning. Al as it applies to (national) security has not been popularized as yet.
In this proposed study, concepts of a standard and guideline as well as ethical Al principles are

investigated in the context of national security in defense.

Individual countries might use the same state-of-the-art technology or have similar approaches, but as

Al technologies are tightly connected with national strategies, applications/algorithms differ not only

Meleouni, C., & Efthymiou, I. P. (2024). The Use of Artificial Intelligence (Al) in National Security: Defining International
Standards and Guidelines. Journal of Politics and Ethics in New Technologies and Al, 3(1), e37847.
https://doi.org/10.12681/jpentai.37847



Journal of Politics and Ethics in New Technologies and Al
Volume 3, Issue 1 (2024) 2

from a technical point of view. Countries, where differences are solidified through cultural or other
aspects, would tend to have a different approach to the ethical use of Al. So, how do we determine if

disparate methodologies on the ethical use of Al should conform to agreed standards?

Al is now an integral part of national security and is changing military strategy. However, the extensive
use of Al in national security raises ethical and security concerns and emphasizes the need for global
standards and norms. The lack of a single comprehensive legal framework leads to supervisory deficits,
transparency problems and ethical dilemmas. This rapid development of Al has necessitated a globally
coordinated approach. The risks are serious and have the potential to drastically change people's
perception of security and the global environment (United Nations, 2023). Against this background,
this article aims to contribute to the ongoing debate by providing a detailed overview of the issues and
opportunities related to the development of international guidelines for the ethical use of Al in national
security.

Use of Artificial Intelligence (Al) as an Instrument of National Security

During the digital revolution, Al is increasingly being used as a powerful tool to address national
security concerns (Meleouni & Efthymiou, 2023). According to the United States Environmental
Protection Agency (EPA), national security is "the security and defense of a nation state, including its
citizens, economy, and institutions, which is regarded as a duty of government. Originally conceived
as protection against military attack, national security is now widely understood to include non-
military dimensions, such as security from terrorism, minimization of crime, economic security, energy
security, environmental security, food security, and cyber-security. Similarly, national security risks
involve international threats, such as cyber criminals and violent non-state extremists; as well as the
domestic threats posed by hazardous material releases and natural disasters. Governments rely on a
range of measures, including political, economic, military power, and diplomacy, to safeguard the
security of a nation-state. They may also act to build the conditions of security regionally and
internationally by reducing transnational causes of insecurity, such as climate change, economic

inequality, political exclusion, and nuclear proliferation™ (EPA, 2024).

Al technologies have been rapidly advancing, surpassing human capabilities in solving complex
problems and carrying out tasks that were once exclusive to human intelligence. Also, Al has
developed a powerful tool for enhancing knowledge, driving economic growth, and enhancing the
quality of life. Machines can now perceive, analyze, and respond more quickly and accurately than
humans, giving them a competitive edge across various industries, whether civilian or military

(Federarion of American Scientists, 2021).
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In particular, Al in the military sector allows security experts to analyse large amounts of data in real
or near real time, through sensors, satellites, social media, surveillance systems, aircraft and weapon
systems (Tamir, 2024), where timely and thorough access to information is vital for the military and
security services, as the implementation of self-managed systems improves performance and reduces
risks (Deloitte, n.d.). Furthermore, the use of Al in the military has resulted in the creation of
autonomous weapons systems. These include drones and semiautonomous and autonomous vehicles
that can operate independently or with very little human input. Their capabilities, such as target
tracking and reconnaissance, mark a major advancement in defense technology (Utilities One, 2023).
This support is crucial for strategy formulation, planning military actions and successfully adapting to
dynamic and complex events, thereby strengthening the country's security system (Army War College,
2020). On the other hand, one major advantage is the enhancement of decision-making processes,
resulting in quicker and more informed choices. More specifically, Al plays a crucial role in aiding
security agencies to make decisions based on data analysis (Aldoseri et al., 2023), since having strong
skills in spotting possible dangers and creating effective strategies to counter them is essential for

enhancing national security defense (Lee, 2023).

Finally, Al continues to be a key element in identifying cyber security threats. By monitoring network
data and detecting suspicious activity or trends, Al contributes to the development of proactive security
systems necessary to combat growing cyber threats. This proactive strategy is important to protect
sensitive information and critical infrastructure from malicious individuals in the digital realm (Data
Science Dojo, 2023).

National Security and Al: Challenges and Responses

Integrating Al into national security comes with many challenges, including technology
implementation and ethical considerations. The use of Al in surveillance techniques presents a number
of complexities, such as privacy concerns in data capture and the use of facial recognition technology
(Yu & Carroll, 2021). These technologies are used to collect and analyse large amounts of personal
data without the explicit consent of the data subjects (Mehta, n.d.). This use of Al raises concerns and
questions the protection of privacy, individual rights and human rights in general (European
Commission, 2021). To address these issues and ensure the appropriate use of Al technologies, a strong

legal framework needs to be established (Ben-Israel et al., 2020).

The likelihood of human rights violations increases when systems capable of making autonomous

decisions are created and utilized in the context of national security (Rodrigues, 2020). The lack of
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transparency and the risk of discrimination are serious concerns, that require the creation of a clear
legal framework to protect human rights and avoid prejudice. To reduce these risks and protect the
fundamental values of human rights, ethical application must be ensured (Group of Governmental
Experts, 2023).

The rapid progress in the development of Al is not usually accompanied by the creation of appropriate
legislation and policy, since new technologies often go beyond the legal and ethical framework
required to oversee their use. This leads to regulatory delays that prevent the development of timely
and effective oversight (Utilities One, 2023). Additionally, the ambiguous aspect of Al development
pose challenges in assessing decision-making processes (Felzmann et al., 2020). This lack of
transparency impedes the enforcement of essential standards for accountability (e.g. for those involved
in safeguarding national security), which is necessary for the ethical and responsible deployment of
Al across different sectors. Algorithmic biases are also a problem. More specifically, biases could arise
from Al systems that inadvertently pass on biases identified in the training data. This problem arises
in the context of decision-making, as unreliable systems can unintentionally reinforce or magnify

existing socio-economic imbalances (Borgesius, 2018).

Tampering is another possibility, because Al systems are vulnerable to hostile attacks where malicious
people, states and/or non-state actors can deliberately provide false data to fool the system or disrupt
its work. These attacks have the potential to undermine Al-based systems and severely threaten their
reliability in safeguarding national security (Comiter, 2019). In addition, cyberattacks and cybercrime
also pose a threat to national security, e.g. attacks on critical infrastructure such as energy and power
grids, hacking a state's communication and information systems. Al-based cyberattacks are expected
to become increasingly advanced, intensifying cyber warfare and creating problems in monitoring and
responsing to security threats (Fernandez, 2024). Developing and strengthening cybersecurity
measures can protect critical infrastructure and systems from this kind of attacks. In addition, educating
citizens and staff about the risks of cybersecurity and Al attacks can help prevent this type of incidents
and overcome these challenges (NSTXL, 2024). Furthermore, the use of Al in lethal autonomous
weapons raises both moral and legal issues. The development and deployment of these weapons in
military settings brings up significant ethical concerns regarding accountability, legality, and potential
unforeseen outcomes. It is imperative for all states to promptly adhere to existing laws and regulations
to address questions of responsibility and potential misuse of Al-based technology in weapons systems
(Meleouni, 2021).
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In order to effectively combat the risks Al presents to national security, it is crucial to establish a
unified and cohesive approach. This requires creating a thorough ethical code that outlines guidelines
for the research, creation, and implementation of Al technology. It is essential to consider key factors
like fairness, responsibility, openness, and the protection of human rights throughout this process
(High-Level Expert Group on Artificial Intelligence, 2019). Moreover, fostering collaboration
between policy makers, technologists, ethicists and stakeholders is vital. This collaboration will enable
the creation of flexible regulatory structures that can respond to the rapidly changing technological
environment. It is also important to introduce continuous monitoring and adaptation processes to
ensure that international rules keep pace with Al developments and address new ethical challenges
(Diaz-Rodriguez et al., 2023).

Thus, there should be a strong focus on the ethical and human rights-compliant application of Al in
national security issues, both in research and in application. The integration of Al technology should
ensure a careful balance between security and human rights norms based on ethical considerations
(Sanclemente, 2023).

Current Strategies and Guidelines for Al

It is evident that the need for international cooperation is becoming increasingly important in the
rapidly growing field of Al. A coordinated, global plan is needed to overcome the difficulties posed
by the global spread of this technology. Threats to national security have become globalised and
interdependent. Due to the complexity of the threats, no nation can adequately address these challenges
alone. The lack of cooperation risks increasing divergence, conflict and difficulties in addressing

global security issues (Meltzer & Kerry, 2021).

The introduction of international regulations prevents inequalities in technology or ethical standards
and guarantees fair competition between nations. This can reduce the frequency with which certain
states gain advantages or act in ways that jeopardize the stability and security of the world (Kavanagh,
2019). States can encourage innovation in Al technology by stimulating collaboration, while ensuring
ethical development and application. The combination of knowledge and expertise can lead to more
reliable and ethical Al systems (Kavanagh, 2019). Attempts have been made to establish various
governmental and non-governmental organizations to monitor and use Al. This chapter summarizes
the most important organizations whose goal is to establish uniform and generally accepted rules for
the proper use of Al.
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The Organization for Economic Cooperation and Development (OECD) in particular is one of the
organizations researching the use of Al. Studies published by the organization have examined the
advantages and disadvantages of Al and developing technologies, in general, including their impact
on human rights and justice (OECD, 2022), while underlining the challenges and the development of
generally accepted standards for the proper use of Al (OECD, 2019). Recently, OECD member
countries adopted a revised version of the organization's definition of Al, which further clarifies the
definition of the Al system, in order to support its continued relevance and technical soundness
(OECD, 2024). In addition, the Partnership for Artificial Intelligence (PAI), which is made up of
industry executives, researchers and non-governmental organizations (NGOSs), is essentially a forum
for collaboration and information sharing. It aims to reflect a broader range of international
perspectives while developing policies and guidelines for Al (Partnership On Al, n.d.; ICAI, 2023).
The Global Partnership on Artificial Intelligence (GPAI) is an important platform that aims to promote
cooperation at various levels of Al. The focus is on the ethical aspect of Al, data management, the
nature of work in the future, creativity and work ethics, in order to create best practises and standards
of behaviour (The Global Partnership on Artificial Intelligence, 2021). Furthermore, the UN Group of
Governmental Experts on Lethal Autonomous Weapons Systems (LAWS) has taken the initiative to
initiate discussions and meetings to discuss the ethical and legal issues surrounding autonomous
weapons systems (UN, 2023; Group of Governmental Experts, 2023). For its part, the EU is trying to
develop a common framework for all Member States, that defines the concept of Al technology and

emphasizes its ethical and appropriate use. (European Commission, n.d.).

The Wassenaar Arrangement, in which 42 countries are involved, is also worth mentioning. More
specifically, the Wassenaar Arrangement was established to contribute to regional and international
security and stability by promoting transparency and greater accountability in the transfer of
conventional arms, goods and technology, particularly those relevant to national security, in order to
prevent terrorists from acquiring these types of weapons (The Wassenaar Arrangement, n.d.).
However, the existence of competing national interests has so far prevented the creation of common,
accepted international rules. These inherent limitations draw attention to the continuing difficulties of
creating a comprehensive and generally recognised control of Al.

Conclusions
The use of Al in national security has undoubtedly improved cybersecurity, surveillance, and defense
strategies. However, Al brings both benefits and risks, as its rapid advancement raises ethical concerns,

especially when it comes to human rights. Establishing international guidelines and standards for the
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use of Al in national security is crucial, as transparency, accountability and human rights should be

the main concerns of these measures, implemented through global cooperation by all stakeholders.

International collaboration on data sharing and the development of global standards for the application
of Al in national security with a broad range of stakeholders, including governments, businesses,
academic institutions and the public sector (Meltzer & Kerry, 2021) could serve as a model for Al
innovation, adoption and use (Al HLEG, 2019). Moreover, educating policymakers, security experts
and citizens in general about the ethics of Al, security risks and compliance will help users make
informed decisions (Leslie, 2019; Al HLEG, 2019) which will be based on generally accepted rules,
while the continuous evaluation and monitoring of new technologies can keep pace with new Al
developments and ethical rules (OECD, 2022; Stahl et al., 2023).

In conclusion, collaboration, teamwork and adherence to ethical principles are essential to creating
effective Al rules and national security standards. Applying these concepts can open the door to a

safer, more reliable and more respectable use of Al in national security.
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