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ΠΕΡΙΛΗΨΗ

Η Τεχνητή Νοημοσύνη(ΤΝ) είναι ο κλάδος της Επιστήμης της Πληροφορικής με την μεγαλύτερη εξέλιξη τα τελευταία χρόνια. Η επίδραση της σε όλες τις Επιστήμες, αλλά και στην καθημερινότητά μας είναι τόσο καθοριστική, γι’ αυτό και αναμένεται να παίξει κυρίαρχο ρόλο στις κοινωνίες του μέλλοντος. Η ΤΝ ασχολείται με τη σχεδίαση ευφυών υπολογιστικών συστημάτων, δηλαδή συστημάτων ικανών για λειτουργίες που αποδίδονται σε ανθρώπινη νοημοσύνη. Με την Μηχανική Μάθηση, κλάδο της ΤΝ  και συγκεκριμένα με την Επιβλεπόμενη Μηχανική Μάθηση, το σύστημα καλείται να «µάθει» µια έννοια ή συνάρτηση από ένα σύνολο δεδοµένων, η οποία αποτελεί περιγραφή ενός μοντέλου. Στόχος της εργασία μας είναι να κατανοήσουμε  πως χρησιμοποιείται η ΤΝ στον τομέα της Υγείας και συγκεκριμένα πώς η Επιβλεπόμενη Μηχανική Μάθηση βοηθάει στην διάγνωση ασθενειών μέσω ανάλυσης ιατρικών εικόνων. Για την εκπαίδευση του συστήματος, χρησιμοποιήσαμε το σύστημα μηχανικής μάθησης της Google, εισάγοντας πολλαπλά δεδομένα με τη μορφή εικόνων με σκοπό να τα αναλύσει-αναγνωρίσει και να τα κατατάσσει στην σωστή κατηγορία. 
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Η Τεχνητή Νοημοσύνη
Η Τεχνολογία της Τεχνητής Νοημοσύνης (ΤΝ) αναπτύσσεται ραγδαία και αναμένεται να επηρεάσει σημαντικά τις ζωές και το μέλλον μας. Η ανάπτυξη αλλά και η εξέλιξη των ψηφιακών εργαλείων και συστημάτων, προσφέρει σημαντικά οφέλη σε πολλαπλά επίπεδα, όπως αυτό της υγείας, των επαγγελμάτων και της ίδιας της καθημερινότητάς μας (Βιδάλης Τ., 2023). Μάλιστα η χρήση Τεχνητής Νοημοσύνης (TN) στον τομέα της υγείας ανοίγει νέους δρόμους στην πρόληψη, διάγνωση και θεραπεία ασθενειών, προσφέροντας πρωτόγνωρες δυνατότητες για την αναβάθμιση της ποιότητας ζωής των ανθρώπων. 
Σύμφωνα με τον αρχικό ορισμό της ΤΝ από την Ευρωπαϊκή Επιτροπή, η «Τεχνητή Νοημοσύνη αναφέρεται σε συστήματα που επιδεικνύουν έξυπνη συμπεριφορά αναλύοντας το περιβάλλον τους και λαμβάνοντας μέτρα, με κάποιο βαθμό αυτονομίας, για να επιτύχουν τους στόχους τους» (European Parliament 2018). Με άλλα λόγια, η ΤΝ είναι ο τομέας της επιστήμης των υπολογιστών, που ασχολείται με τη σχεδίαση ευφυών υπολογιστικών συστημάτων, δηλαδή συστημάτων ικανών για λειτουργίες που αποδίδονται σε ανθρώπινη νοημοσύνη.
Ευφυή συστήματα (ΕΣ) είναι εκείνα τα συστήματα που επιδεικνύουν λογική, εμπειρική μάθηση και ικανότητες λήψης λογικών αποφάσεων χωρίς τη μεσολάβηση του  ανθρώπου. Για το σχεδιασμό των ΕΣ, εκτός από την παραδοσιακή επεξεργασία αριθμητικών-συμβολικών παραστάσεων της γνώσης, χρησιμοποιούνται τεχνολογίες εξελικτικών αλγορίθμων, νευρωνικών δικτύων κ.α. (Αδαμίδης Π.).
Ο επιστημονικός κλάδος της ΤΝ περιλαμβάνει διάφορες προσεγγίσεις και τεχνικές: 
Α) Tη Mηχανική Mάθηση (Machine Learning) όπως π.χ. η βαθιά μάθηση και η ενισχυτική μάθηση. Για παράδειγμα η Βαθιά Μάθηση(Deep Learning) χρησιμοποιείται στην αναγνώριση προσώπων (face recognition), στην αυτόματη μετάφραση (machine translation) και στην αυτόματη οδήγηση (autonomous driving), ενώ η Ενισχυτική Μάθηση (Reinforcement Learning) έχει χρησιμοποιηθεί στα παιχνίδια AlphaGo της DeepMind, στο Dota 2 και Starcraft II, ενώ αξιοποιείται και στη διαχείριση ενέργειας σε έξυπνα κτίρια (smart grid control).	Comment by ΛΑΔΙΑΣ ΝΙΚΟΛΑΟΣ: Παραδείγματα Βαθιάς Μάθησης και Ενισχυτικής μάθησης

Β) Τη Μηχανική Συλλογιστική (Automated Reasoning), όπου αφορά την ικανότητα των υπολογιστών να συλλογίζονται λογικά, δηλαδή να παράγουν ή να επαληθεύουν λογικά συμπεράσματα, συνήθως με βάση προτάσεις ή κανόνες. Για παράδειγμα χρησιμοποιείται στον σχεδιασμό, τον προγραμματισμό, την αναπαράσταση και τη συλλογιστική γνώσης, την αναζήτηση και τη βελτιστοποίηση. Συγκεκριμένα είχε υλοποιηθεί στη γλώσσα προγραμματισμού Prolog, η οποία βασιζόταν στη λογική.	Comment by ΛΑΔΙΑΣ ΝΙΚΟΛΑΟΣ: παραδείγματα

Γ) Τη Ρομποτική, που περιλαμβάνει τον έλεγχο, την αντίληψη, τους αισθητήρες και τους ενεργοποιητές, καθώς και την ενσωμάτωση όλων των άλλων τεχνικών σε κυβερνο-φυσικά συστήματα (European Commission 2018). Για παράδειγμα συναντάμε τα Βιομηχανικά Ρομπότ (Industrial Robots), την Ιατρική Ρομποτική (Medical Robotics) με το διάσημο χειρουργικό ρομπότ Da Vinci Surgical System, τα Εξερευνητικά Ρομπότ (Exploration Robots) κ.α. 	Comment by ΛΑΔΙΑΣ ΝΙΚΟΛΑΟΣ: Παραδείγματα 



Η Μηχανική Μάθηση
Η Μηχανική Μάθηση (Machine Learning) είναι η δημιουργία μοντέλων ή προτύπων από ένα σύνολο δεδομένων, από ένα υπολογιστικό σύστημα. Ανάλογα με τη φύση του προβλήματος έχουν αναπτυχθεί ορισμένες τεχνικές μηχανικής μάθησης, όπως αυτό της Μάθησης με Επίβλεψη (Supervised Learning) , αλλά και αυτό χωρίς Επίβλεψη (Unsupervised Learning). 
Στην Μάθηση με Επίβλεψη, το σύστημα της ΤΝ καλείται να «μάθει» μια έννοια ή συνάρτηση από ένα σύνολο δεδομένων, η οποία αποτελεί περιγραφή ενός μοντέλου. Παραδείγματα Μάθησης με Επίβλεψη είναι η αναγνώριση email ως spam, η αναγνώριση εικόνων, η πρόβλεψη κινδύνου δανειολήπτη και η διάγνωση ασθενειών από ιατρικά δεδομένα. 	Comment by ΛΑΔΙΑΣ ΝΙΚΟΛΑΟΣ: 1
Στην Μάθηση χωρίς Επίβλεψη, πρέπει το σύστημα μόνο του να ανακαλύψει συσχετίσεις ή ομάδες σε ένα σύνολο δεδομένων, δημιουργώντας πρότυπα, χωρίς να είναι γνωστό αν υπάρχουν, πόσα και ποια είναι (Βλαχάβας Ι.). Για παράδειγμα έχουμε τα προβλήματα ομαδοποίησης πελατών, την ανίχνευση ανωμαλιών (π.χ. στην κυβερνοασφάλεια) και στην συμπίεση εικόνας ή μείωσης διαστάσεων.	Comment by ΛΑΔΙΑΣ ΝΙΚΟΛΑΟΣ: 1
Στην εργασία μας ασχοληθήκαμε με την Μάθηση με Επίβλεψη (επιβλεπόμενη μάθηση). Στην μάθηση με επίβλεψη υπάρχουν δύο είδη προβλημάτων, τα προβλήματα ταξινόμησης και τα προβλήματα παρεμβολής. Πιο συγκεκριμένα, τα προβλήματα ταξινόμησης, που μας αφορούν στην παρούσα εργασία, αφορούν τη δημιουργία μοντέλων πρόβλεψης τάξεων (κλάσεων/κατηγοριών) (π.χ. ομάδα αίματος).

Τα Νευρωνικά Δίκτυα
Το Νευρωνικό Δίκτυο (ΝΔ) είναι ένας τύπος μοντέλου μηχανικής μάθησης που έχει σχεδιαστεί για να μιμείται τον τρόπο με τον οποίο λειτουργεί ο ανθρώπινος εγκέφαλος (εικόνα 1), να μαθαίνει και να διορθώνεται μέσα από τα λάθη του (Aggarwal CC, 2018)	Comment by ΛΑΔΙΑΣ ΝΙΚΟΛΑΟΣ: 2
[image: ]
Εικόνα 1: Βιολογική Αναπαράσταση Νευρώνα (Ηλιάδης Λ.)
 Στη βάση των εφαρμογών των νευρωνικών δικτύων είναι η έκφραση του νευρώνα ως μαθηματικής συνάρτησης με πολλαπλά ορίσματα εισόδου, η τιμή της οποίας συγκρίνεται με ένα όριο ενεργοποίησης. Αν η τιμή αυτή περάσει το όριο, ο νευρώνας θα ενεργοποιηθεί και θα μεταδώσει με τη σειρά του ένα σήμα προς όποιον άλλον νευρώνα είναι συνδεδεμένος. Ανάλογα, οι πραγματικοί νευρώνες δίνουν ένα μικρό παλμό ηλεκτρικού ρεύματος, όταν δεχτούν αρκετά μεγάλη ενεργοποίηση από το περιβάλλον τους, επηρεάζοντας έτσι τους γειτονικούς τους νευρώνες, ή και πιο απομακρυσμένους μέσω των νευραξόνων.
Οι άλλοι νευρώνες που δέχονται το παραγόμενο σήμα, θα αποφασίσουν και αυτοί με τη σειρά τους αν θα ενεργοποιηθούν ή όχι, λαμβάνοντας υπόψη το σύνολο των ανάλογων νευρώνων με τους οποίους είναι συνδεδεμένος ο καθένας. Εδώ προκύπτει η έννοια ενός δικτύου από τεχνητούς νευρώνες (απλό ΝΔ εικόνα 2, σύνθετο ΝΔ εικόνα 3). Η δομή αυτού του δικτύου, όπως και οι συναρτήσεις των νευρώνων του, είναι που διαφοροποιούν το κάθε νευρωνικό δίκτυο και το κάνουν κατάλληλο για διαφορετικές εργασίες, κατ’ αναλογία με ότι συμβαίνει με τους ανθρώπινους νευρώνες.	Comment by ΛΑΔΙΑΣ ΝΙΚΟΛΑΟΣ: 2
[image: ]
Εικόνα 2: Απλό Νευρωνικό Δίκτυο
[image: ]
Εικόνα 3: Σύνθετο Νευρωνικό Δίκτυο με πολλαπλά επίπεδα
Εάν το νευρωνικό δίκτυο εκπαιδεύεται με μια ποικιλία διαφορετικών εισόδων, θα μπορεί να αναγνωρίζει με ακρίβεια μοτίβα και να κάνει προβλέψεις. Καθώς το μηχάνημα συνεχίζει να μαθαίνει από όλο και περισσότερες εικόνες, θα μπορεί τελικά να αναγνωρίσει σωστά μια νέα είσοδο, την οποία δεν έχει λάβει πριν (edu.ellak, 2023).

Η εφαρμογή της ΤΝ στον Τομέα της Υγείας
Η Τεχνητή Νοημοσύνη, η οποία έχει εισβάλει και στον τομέα της Υγείας, έχει  τη δυνατότητα να παίξει σημαντικούς ρόλους στο σύστημα υγειονομικής περίθαλψης αλλάζοντας ριζικά τον τρόπο που παρέχεται η φροντίδα στους ασθενείς. Από την εξατομικευμένη διάγνωση, μέχρι και τη βελτιστοποίηση των λειτουργιών των νοσοκομείων, παρέχει ένα πολύ μεγάλο φάσμα εφαρμογών προς όφελος τόσο των ασθενών, όσο και των ιατρών (Ροδαφηνός Α., 2024).
H χρήση της ΤΝ παρατηρείται σε πολλές εφαρμογές στον τομέα της Υγείας. Για παράδειγμα έχουμε την Ιατρική Διάγνωση με χρήση εικόνων (medical imaging), όπως είναι το μοντέλο Google DeepMind, το οποίο αναλύει οφθαλμολογικές εξετάσεις. Έχουμε την πρόβλεψη ασθενειών ή επιδημιών, όπως έγινε στην περίοδο του Covid-19. Επίσης εφαρμογή έχουμε και στην Ρομποτική χειρουργική (Robot-assisted Surgery), αλλά και με την εμφάνιση Εικονικών βοηθών και Chatbots υγείας, όπως το Ada Health και το Babylon Health. 	Comment by ΛΑΔΙΑΣ ΝΙΚΟΛΑΟΣ: 3
Η ΤΝ αλλάζει τον τρόπο με τον οποίο οι γιατροί εργάζονται, ενισχύοντας την αποτελεσματικότητά τους. Επίσης παρατηρείται, αύξηση στην ακρίβεια των διαγνώσεων και των θεραπειών (Ροδαφηνός Α., 2024). Με τη βοήθεια της ΤΝ, έχουν δημιουργηθεί αλγόριθμοι που αναλύουν ακτινογραφίες και τομογραφίες, εντοπίζοντας ανωμαλίες ή δυσλειτουργίες με μεγαλύτερη ακρίβεια και ταχύτητα που ίσως δεν εντοπίζονται εύκολα από το ανθρώπινο μάτι. Έχοντας λοιπόν τη δυνατότητα ταχείας ανάλυσης μεγάλου όγκου δεδομένων, οι αλγόριθμοι της τεχνητής νοημοσύνης μπορούν να εντοπίζουν μοτίβα για διάφορες καταστάσεις υγείας και να βοηθούν τους επαγγελματίες υγείας στην τελική διάγνωση και λήψη απόφασης για τη θεραπεία.
Παράλληλα όμως με την αισιοδοξία βαδίζει ο προβληματισμός, καθώς οι εφαρμογές ΑI στην υγεία δημιουργούν σημαντικές προκλήσεις και ηθικά διλήμματα, τα οποία απαιτούν προσεκτική διαχείριση (Kathimerini, liberal).

Εκπαίδευση του συστήματος της ΤΝ
Στην εργασία μας διεξαγάγαμε την δική μας έρευνα για το πώς εκπαιδεύεται ένα σύστημα τεχνητής νοημοσύνης (ΤΝ). Στην εικόνα 4 απεικονίζεται το σύστημα μηχανικής μάθησης της Google, το οποίο εκπαιδεύσαμε ώστε να μπορεί να αναγνωρίζει την εικόνα ενός σκύλου και να την ταξινομεί στη σωστή της κατηγορία.
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Εικόνα 4:Σύστημα Μηχανικής Μάθησης της Google
1ο Σενάριο Εκπαίδευσης
Για να πραγματοποιηθεί σωστά η εκπαίδευση του συστήματος, εκτελέσαμε δύο σενάρια εκπαίδευσης εισάγοντας πολλές διαφορετικές εικόνες. Στο πρώτο σενάριο εκπαίδευσης, δημιουργήσαμε δύο κλάσεις στο σύστημα μηχανικής μάθησης της Google (εικόνα 5), τις οποίες ονομάζουμε «Cats» και «Dogs». Σε κάθε μια κλάση, φορτώσαμε από δύο δεδομένα. Στην κλάση «Cats» δύο εικόνες που απεικονίζουν γάτες, ενώ στην κλάση «Dogs» δύο εικόνες που απεικονίζουν σκύλους.
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Εικόνα 5: Δημιουργία κλάσεων Cats και Dogs


Στη συνέχεια, μέσω της εντολής training, προσπαθήσαμε να εκπαιδεύσουμε το σύστημα (εικόνα 6) ώστε στο τελικό βήμα της εκπαίδευσης, όπου εισαγάγαμε μια άγνωστη εικόνα, να μπορέσει να την αναγνωρίσει σωστά (εικόνα 7).
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Εικόνα 6: Εκπαίδευση του συστήματος
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Εικόνα 7:Εισαγωγή άγνωστης εικόνας
Παρατηρήσαμε όμως (εικόνα 7), ότι αναγνώρισε την άγνωστη εικόνα του σκύλου, ως γάτα. Καταγράψαμε τις παρατηρήσεις μας αλλά και τις σκέψεις μας σε ένα φύλλο εργασίας και καταλήξαμε στο συμπέρασμα ότι το σφάλμα στην εκπαίδευση οφειλόταν στο χρώμα. Συγκεκριμένα αναγνώρισε την άγνωστη εικόνα του σκύλου ως γάτα γιατί στην κλάση «Cats» οι εικόνες είχαν μαύρο χρώμα, ενώ στην κλάση «Dogs» είχαν άσπρο χρώμα. Προχωρήσαμε στη διόρθωση αυτού το σφάλματος, με την εισαγωγή νέων δεδομένων στις κλάσεις, διαφορετικού χρώματος (εικόνα 8).
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Εικόνα 8: Εισαγωγή νέων δεδομένων διαφορετικού χρώματος
Εκπαιδεύσαμε από την αρχή το σύστημα και φορτώσαμε ξανά την άγνωστη εικόνα του σκύλου (εικόνα 9). Τελικά, παρατηρήσαμε ότι η εκπαίδευση περιείχε τα κατάλληλα δεδομένα αυτή την φορά και το σύστημα αναγνώρισε σωστά την άγνωστη εικόνα του σκύλου.
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Εικόνα 9: Η άγνωστη εικόνα του σκύλου αναγνωρίστηκε σωστά
2ο Σενάριο Εκπαίδευσης
Στο δεύτερο σενάριο εκπαίδευσης που πραγματοποιήσαμε, εισαγάγαμε στις κλάσεις «Cats» και «Dogs» από 3 διαφορετικές εικόνες ως δεδομένα (εικόνα 10). 
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Εικόνα 10: Εισαγωγή τριών εικόνων σε κάθε κλάση
Στη συνέχεια, με την ίδια διαδικασία όπως στο 1ο σενάριο εκπαίδευσης,  εκπαιδεύσαμε το σύστημα και στο τελικό βήμα της εκπαίδευσης φορτώσαμε μια άγνωστη εικόνα, με σκοπό να την αναγνωρίσει σωστά (εικόνα 11).  Παρατηρήσαμε όμως (εικόνα 11), ότι αναγνώρισε την άγνωστη εικόνα του σκύλου, ως γάτα. 
[image: ]
Εικόνα 11: Εισαγωγή άγνωστης εικόνας
Καταγράψαμε εκ νέου τις παρατηρήσεις μας και καταλήξαμε στο συμπέρασμα ότι το σφάλμα στην εκπαίδευση οφειλόταν στην κατεύθυνση. Συγκεκριμένα αναγνώρισε την άγνωστη εικόνα του σκύλου ως γάτα γιατί στην κλάση «Cats» οι εικόνες είχαν κατεύθυνση προς τα δεξιά, ενώ στην κλάση «Dogs» είχαν κατεύθυνση προς τα αριστερά.
Προχωρήσαμε στη διόρθωση και αυτού το σφάλματος, με την εισαγωγή νέων δεδομένων στις κλάσεις, διαφορετικής κατεύθυνσης (εικόνα 12). 
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Εικόνα 12: Εισαγωγή νέων εικόνων διαφορετικής κατεύθυνσης
Αυτή τη φορά εκπαιδεύσαμε από την αρχή το σύστημα και φορτώσαμε ξανά την άγνωστη εικόνα του σκύλου (εικόνα 13). Τελικά, παρατηρήσαμε ότι η εκπαίδευση περιείχε τα κατάλληλα δεδομένα ώστε το σύστημα να αναγνωρίσει σωστά την άγνωστη για αυτό εικόνα του σκύλου.
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Εικόνα 13: Η άγνωστη εικόνα του σκύλου αναγνωρίστηκε σωστά


Σύνδεσης της προσομοίωσης με τον τομέα της Υγείας	Comment by ΛΑΔΙΑΣ ΝΙΚΟΛΑΟΣ: Σύνδεση με τον τομέα την Υγείας	Comment by ΛΑΔΙΑΣ ΝΙΚΟΛΑΟΣ: Και οι 3 παράγραφοι γράφθηκαν τώρα
Για να εφαρμοστεί ένα σύστημα τεχνητής νοημοσύνης στον τομέα της υγείας, απαιτείται μια καλά δομημένη διαδικασία εκπαίδευσης με βάση τη μηχανική μάθηση και συγκεκριμένα τη μάθηση με επίβλεψη. Το πρώτο βήμα είναι η συλλογή δεδομένων, τα οποία μπορεί να περιλαμβάνουν ιατρικές εικόνες (όπως ακτινογραφίες, μαγνητικές τομογραφίες, δερματολογικές φωτογραφίες), ηλεκτρονικούς ιατρικούς φακέλους, ή γονιδιωματικά δεδομένα. Κάθε ένα από αυτά τα δεδομένα πρέπει να φέρει ετικέτες (labels), δηλαδή να συνοδεύεται από πληροφορία για την ιατρική του σημασία — για παράδειγμα, αν μια ακτινογραφία δείχνει ή όχι πνευμονία.
Στη συνέχεια, αυτά τα δεδομένα χωρίζονται σε σύνολα εκπαίδευσης και αξιολόγησης. Το μοντέλο μηχανικής μάθησης (όπως π.χ. ένας Random Forest, ένα Συνελικτικό Νευρωνικό Δίκτυο ή άλλος ταξινομητής) εκπαιδεύεται πάνω στο σύνολο εκπαίδευσης, δηλαδή "βλέπει" τις εικόνες και τις αντίστοιχες ετικέτες τους, ώστε να μάθει τα χαρακτηριστικά που συνδέονται με την παρουσία ή απουσία μιας νόσου. Μετά την εκπαίδευση, το μοντέλο ελέγχεται με δεδομένα που δεν έχει ξαναδεί (σύνολο αξιολόγησης), ώστε να εκτιμηθεί η ακρίβεια και η γενίκευσή του.
Το πείραμα με τις εικόνες "γάτας" και "σκύλου" αποτελεί μια αναλογική απλοποίηση αυτής της διαδικασίας: όπως εκεί το μοντέλο μαθαίνει να ταξινομεί εικόνες βάσει της ετικέτας που του έχει αποδοθεί, έτσι και στην ιατρική το μοντέλο καλείται να αναγνωρίσει, π.χ., αν μια βλάβη στο δέρμα είναι καλοήθης ή κακοήθης. Επιπλέον, η τεχνητή νοημοσύνη μπορεί να αναδείξει μοτίβα που δεν είναι εύκολα ανιχνεύσιμα από τον άνθρωπο, προσφέροντας ένα επιπλέον εργαλείο στους ιατρούς για τη λήψη αποφάσεων.
Συμπέρασμα	Comment by ΛΑΔΙΑΣ ΝΙΚΟΛΑΟΣ: 4 -5 
Στην παρούσα εργασία, για λόγους απλότητας και πρακτικής επίδειξης, χρησιμοποιήθηκε πολύ μικρός αριθμός εικόνων (3-4) κατά τη φάση της εκπαίδευσης του μοντέλου. Ωστόσο, είναι σημαντικό να αναφερθεί ότι ένα τόσο μικρό σύνολο δεδομένων δεν επαρκεί για την αποτελεσματική εκπαίδευση και αξιολόγηση ενός μοντέλου αναγνώρισης εικόνων. Η χρήση περισσότερων εικόνων θα μπορούσε να βελτιώσει σημαντικά την ακρίβεια αναγνώρισης.
Συγκεκριμένα, αν το μοντέλο εκπαιδευτεί με ένα μεγαλύτερο dataset, που να περιλαμβάνει ποικιλία εικόνων σκύλων (σε διαφορετικές στάσεις, φόντα, φωτισμό κ.λπ.), τότε θα μπορεί να μάθει καλύτερα τα χαρακτηριστικά που διακρίνουν την κατηγορία "σκύλος". Επιπλέον, η εισαγωγή ενός άγνωστου συνόλου εικόνων θα επιτρέψει την ουσιαστική αξιολόγηση της ικανότητας του μοντέλου να γενικεύει, δηλαδή να αναγνωρίζει σωστά εικόνες που δεν έχει "δει" ποτέ πριν.
Σε μελλοντική επέκταση του πειράματος, θα μπορούσε να χρησιμοποιηθεί ένα μεγαλύτερο dataset, όπως για παράδειγμα το ImageNet ή το Stanford Dogs Dataset, ώστε να εξαχθούν πιο ρεαλιστικά και αξιόπιστα αποτελέσματα όσον αφορά την απόδοση του μοντέλου.
Συνεπώς το σύστημα της ΤΝ προκειμένου να βγάλει σωστά/αξιόπιστα αποτελέσματα, χρειάζεται χιλιάδες δεδομένα και συνεχείς επανεκπαιδεύσεις. Καταλαβαίνουμε λοιπόν, ότι η  ενσωμάτωση της Τεχνητής Νοημοσύνης και συγκεκριμένα της Μηχανικής Μάθησης στην αξιόπιστη αλλά και γρήγορη ερμηνεία ακτινογραφιών και τομογραφιών, βοηθάει στην ταχύτερη διάγνωση, την πρόληψη ασθενειών και τη λήψη εξατομικευμένων θεραπευτικών αποφάσεων. Αποτελεί σημαντικό και πολύτιμο εργαλείο στα χέρια των ειδικών στον τομέα της Υγειονομικής Περίθαλψης, χωρίς όμως να παραγνωρίζεται ο ανθρώπινος παράγοντας, ο οποίος είναι υπεύθυνος για την χρήση της αλλά και για τη λήψη αποφάσεων.
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