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ΠΕΡΙΛΗΨΗ 
Στις μέρες μας γίνεται πολύς λόγος για την Τεχνητή Νοημοσύνη και τις εφαρμογές της που εισβάλλουν όλο και περισσότερο στην καθημερινότητά μας. Στην παρούσα εργασία επιχειρούμε μια πρώτη ματιά στα Τεχνητά Νευρωνικά Δίκτυα. Η εργασία επικεντρώνεται στα Multi-Layer Perceptrons (MLP) νευρωνικά δίκτυα. Περιγράφουμε την διαδικασία πρόβλεψης αυτών των δικτύων καθώς και την διαδικασία εκπαίδευσής τους ώστε οι προβλέψεις τους να χαρακτηρίζονται από το ελάχιστο δυνατό λάθος. Η διαδικασία εκπαίδευσης την οποία περιγράφουμε εντάσσεται στην κατηγορία του supervised learning. Στο δεύτερο μέρος της εργασίας παρουσιάζουμε την σχεδίαση και υλοποίηση ενός δικού μας MLP σε γλώσσα προγραμματισμού Processing, το οποίο εκπαιδεύσαμε και χρησιμοποιήσαμε σε δύο διαφορετικές περπτώσεις: (α) αναγνώριση φωτιάς σε εικόνες, (β) αναγνώριση αριθμών σε φωτογραφίες όπου κάποιος άνθρωπος σχηματίζει αριθμούς με τα δάχτυλά του.

ΛΕΞΕΙΣ ΚΛΕΙΔΙΑ: Τεχνητή Νοημοσύνη, Νευρωνικό Δίκτυο, Μάθηση με Επίβλεψη, Multi-Layer Perceptron, Προγραμματισμός

ΕΙΣΑΓΩΓΗ
Στις μέρες μας γίνεται πολύς λόγος για την Τεχνητή Νοημοσύνη και τις εφαρμογές της που εισβάλλουν όλο και περισσότερο στην καθημερινότητά μας. Η γενική εντύπωση είναι ότι οι ηλεκτρονικοί υπολογιστές αποκτούν σιγά σιγά νοημοσύνη που μπορεί να ξεπεράσει την ανθρώπινη κι αυτό είναι επικίνδυνο ή έστω τρομακτικό για τους ανθρώπους. Από την άλλη πλευρά, πολλοί πιστεύουν ότι είναι αδύνατον η τεχνητή νοημοσύνη να φτάσει στο δημιουργικό επίπεδο του ανθρώπου.
Στην εργασία μας αυτή επιχειρούμε μια πρώτη ματιά στα Τεχνητά Νευρωνικά Δίκτυα (στο εξής ΤΝΔ), τα οποία αποτελούν μια προσπάθεια προσέγγισης της λειτουργίας του ανθρώπινου εγκεφάλου. Πρόκειται για προγράμματα στον κώδικά των οποίων δεν υπάρχουν εντολές που τα καθοδηγούν προς κάποια ενέργειεα (δηλ. εντολές του τύπου “αν τύχει η Α συνθήκη, τότε κάνε την Χ ενέργεια”). Αντίθετα, το βασικό χαρακτηριστικό τους είναι ότι μπορούν να εκπαιδεύονται. 
Η εργασία μας επικεντρώνεται στα Multi-Layer Perceptrons (στο εξής MLP) νευρωνικά δίκτυα. Περιγράφουμε την διαδικασία πρόβλεψης αυτών των δικτύων καθώς και την διαδικασία εκπαίδευσής τους ώστε οι προβλέψεις τους να χαρακτηρίζονται από το ελάχιστο δυνατό λάθος. 
Στο δεύτερο μέρος της εργασίας παρουσιάζουμε την σχεδίαση και υλοποίηση ενός MLP, το οποίο εκπαιδεύσαμε για δύο διαφορετικές περπτώσεις: (α) αναγνώριση φωτιάς σε εικόνες, (β) αναγνώριση αριθμών σε φωτογραφίες όπου κάποιος άνθρωπος σχηματίζει αριθμούς με τα δάχτυλά του. Τελικά, ένα εκπαιδευμένο νευρωνικό δίκτυο δεν είναι παρά ένα τεράστιο αρχείο πραγματικών αριθμών, οι οποίοι είναι τα βάρη μεταξύ των κόμβων των διαδοχικών επιπέδων.
ΟΡΙΣΜΟΙ
Ο ανθρώπινος εγκέφαλος αποτελείται κατά κύριο λόγο από ένα τεράστιο πλήθος νευρώνων, οι οποίοι είναι μαζικά διασυνδεδεμένοι μεταξύ τους. Κάθε νευρώνας είναι ένα εξειδικευμένο κύτταρο το οποίο έχει τη δυνατότητα μετάδοσης ενός ηλεκτροχημικού σήματος. Η βασική δομή ενός νευρώνα περιλαμβάνει μια διακλαδωτική διάρθρωση εισροών, τους δενδρίτες (dendrites), ένα κυτταρικό σώμα και μια διακλαδωτική δομή εκροών (τον άξονα). Οι άξονες ενός κυττάρου συνδέονται με τους δενδρίτες ενός άλλου, μέσω συνάψεων. Όταν ένας άξονας ενεργοποιηθεί, πυροδοτεί ένα ηλεκτροχημικό σήμα. Ο νευρώνας εκτελεί αυτή τη διαδικασία μόνο όταν το συνολικό σήμα το οποίο λήφθηκε από τους δενδρίτες, υπερβεί ένα συγκεκριμένο επίπεδο ενεργοποίησης (firing threshold) (Σιδηροπούλου, 2015)(wikipedia, 2024).
[image: ]Σχήμα 1: Φυσικοί διασυνδεδεμένοι νευρώνες (Γεωργούλη, 2015)
Τα Τεχνητά Νευρωνικά Δίκτυα είναι εμπνευσμένα από τους νευρώνες του ανθρώπινου εγκεφάλου και σχεδιάζονται ώστε να έχουν παρόμοια συμπεριφορά με αυτούς. Το βασικό συστατικό ενός ΤΝΔ είναι ο τεχνητός νευρώνας. Πρόκειται για ένα αλγοριθμικό αντικείμενο που αποτελείται από τρεις μηχανισμούς: τον μηχανισμό εισόδου, τον μηχανισμό υπολογισμού και τον μηχανισμό εξόδου. 
Ουσιαστικά, ένας τεχνητός νευρώνας είναι μια μαθηματική συνάρτηση, η οποία μπορεί να δεχτεί πολλές εισόδους, να εκτελέσει μαθηματικές πράξεις με αυτές και να παράγει μία έξοδο. Η έξοδος αυτή δυνητικά θα δοθεί ως είσοδος σε επόμενους νευρώνες μέσα στο ΤΝΔ.
Το 1943 οι McCulloh και Pitts πρότειναν το πρώτο μαθηματικό μοντέλο που προσομοιώνει έναν ανθρώπινο νευρώνα. Το 1957 ο Frank Roseblatt πρότεινε ένα βελτιωμένο μοντέλο, το οποίο ονόμασε Perceptron. To Perceptron αποτελεί την βάση για πολλές αρχιτεκτονικές ΤΝΔ ακόμα και σήμερα. 
[image: ]Σχήμα 2: Φυσικός και Τεχνητός Νευρώνας  (Γεωργούλη, 2015)
Τα βασικά χαρακτηριστικά του Perceptron συνοψίζονται στα ακόλουθα (Μπαρτσώκας, 2021):
· Ο νευρώνας μπορεί να δέχεται δυνητικά πολλές εισόδους xi και κάθε είσοδος μπορεί να είναι οποιοσδήποτε πραγματικός αριθμός.
· Σε κάθε είσοδο αντιστοιχείται το δικό της βάρος wi και κάθε βάρος μπορεί να είναι διαφορετικό από τα υπόλοιπα.
· Υπάρχει μία σταθερά θ που αντιστοιχεί στον νευρώνα και η οποία λειτουργεί ως κατώφλι (threshold). Ο νευρώνας ενεργοποιείται αν και μόνο αν το άθροισμα των γινομένων xi*wi είναι μεγαλύτερο του θ.
· Ο νευρώνας παράγει μία έξοδο y.
· Ο νευρώνας διαθέτει έναν μηχανισμό εκμάθησης. Αυτό σημαίνει ότι τα βάρη wi που αντιστοιχούν στις εισόδους καθώς και το κατώφλι θ, μπορούν να επιλεγούν από αυτόν. 
Τα παραπάνω οδηγούν στην συνάρτηση εξόδου που φαίνεται στο Σχήμα 3.
[image: ]Σχήμα 3: Perceptron – Μαθηματικό μοντέλο
PERCEPTRON
Ο νευρώνας Percepron αποτελεί ουσιαστικά μια μαθηματική συνάρτηση. Κάθε είσοδος πολλαπλασιάζεται με το αντίστοιχο βάρος, τα επιμέρους αυτά γινόμενα αθροίζονται και στο άθροισμα προστίθεται η τιμή κατωφλίου. Το συνολικό αριθμητικό αποτέλεσμα δεν αποτελεί την καθεαυτό απάντηση του νευρώνα, αλλά μια ενδιάμεση τιμή η οποία είτε θα ενεργοποιήσει τον νευρώνα είτε όχι. Από μαθηματικής σκοπιάς, η ενδιάμεση αυτή τιμή δίνεται ως είσοδος σε μια συνάρτηση ενεργοποίησης, η οποία παράγει την τελική έξοδο και θέτει τον νευρώνα είτε σε ενεργή είτε σε ανενεργή κατάσταση. Αυτό σημαίνει πως η τιμή εξόδου 1 δείχνει ότι ο νευρώνας ενεργοποιήθηκε, ενώ η τιμή εξόδου 0 ότι ο νευρώνας έγινε ανενεργός (βηματική ή δυαδική συνάρτηση ενεργοποίησης). 
Υπάρχουν πολλά είδη συναρτήσεων ενεργοποίησης, όπως για παράδειγμα η σιγμοειδής συνάρτηση, με μεγαλύτερο σύνολο τιμών εξόδου. Με τέτοιες συναρτήσεις ένας νευρώνας δεν θα είναι απλά ενεργός ή ανενεργός, αλλά μπορεί να είναι περισσότερο ή λιγότερο ενεργός, κι αυτό δίνει μεγαλύτερη ευελιξία. Ακόμα και μικρές αλλαγές στα βάρη των εισόδων αποτυπώνονται πολύ καλύτερα στην έξοδο, κάτι που δεν είναι εφικτό με την βηματική συνάρτηση.
[image: ]Σχήμα 4: Τρόπος Λειτουργίας ενός Perceptron
Στη συνέχεια θα δώσουμε μια διαισθητική περιγραφή του τρόπου λειτουργίας ενός Perceptron, βασιζόμενοι στο Σχήμα 4. Ας φανταστούμε ότι ο ο1 είμαστε εμείς και για να αποφασίσουμε αν θα δούμε μια ταινία ρωτάμε τους φίλους μας i1, i2 και i3 την άποψή τους για αυτήν την ταινία. Προφανώς καθένας έχει διαφορετική άποψη, αλλά και εμείς επηρεαζόμαστε σε διαφορετικό βαθμό από κάθε φίλο μας.
Ας θεωρήσουμε λοιπόν ότι ο i1 θεωρεί την ταινία μέτρια, άρα της δίνει βαθμολογία 6. Αντίστοιχα στον i2 αρέσει πάρα πολύ η ταινία και της δίνει βαθμολογία 9, ενώ δεν αρέσει καθόλου στον i3 οπότε της δίνει βαθμολογία 2. Αυτές είναι οι τιμές εισόδου. Αν εμπιστευόμαστε, για παράδειγμα, περισσότερο τον i1, πολλαπλασιάζουμε την βαθμολογία που έδωσε με έναν μεγάλο αριθμό w1. Αν τον i2 δεν τον θεωρούμε τόσο σοβαρό πολλαπλασιάζουμε την άποψή του με έναν μικρό αριθμό w2. Και αντίστοιχα με μεσαίο αριθμό w3 την άποψη του i3 αν τον εμπιστευόμαστε σε μέτριο βαθμό. Αυτοί οι αριθμοί ονομάζονται βάρη και είναι πάντα μέσα στο διάστημα [-1, 1]. 
	Στο μέχρι τώρα αποτέλεσμα προσθέτουμε έναν μικρό αριθμό b που είναι η δική μας προσωπική προκατάληψη (bias) για την ταινία, που δεν εξαρτάται από την γνώμη κάποιου φίλου. 
Προκύπτει έτσι ένας συνδυασμός απόψεων, χωρίς να είναι αυτό όμως το τελικό ζητούμενο. Το τελικό ζητούμενο είναι να αποφασίσουμε με ένα ναι ή ένα όχι αν θα δούμε την ταινία. Μαθηματικά αυτό θα μπορούσε να εκφραστεί με μια συνάρτηση. H σιγμοειδής συνάρτηση για παράδειγμα, ταιριάζει πολύ στην ανθρώπινη συμπεριφορά καθώς για κάποιες τιμές αποφασίζει “απόλυτα όχι”, για κάποιες “απόλυτα ναι” και για τις ενδιάμεσες προχωράει σταδιακά από το όχι στο ναι.
[bookmark: _GoBack]Αυτή είναι η λειτουργία ενός νευρώνα Perceptron. Δέχεται πολλές εισόδους, πολλαπλασιάζει κάθε τιμή εισόδου με ένα δικό της βάρος, αθροίζει αυτά τα γινόμενα και προσθέτει το ανεξάρτητο βάρος b. Ο αριθμός που θα προκύψει δίνεται στην συνάρτηση ενεργοποίησης και αυτή παράγει την τελική απάντηση του νευρώνα. 
MULTI-LAYER PERCEPTRON
Το απλό Perceptron μπορεί να απαντήσει σε προβλήματα κατηγοριοποίησης τα οποία είναι γραμμικά διαχωρίσιμα. Ωστόσο δεν μπορεί να εκπαιδευτεί για περιπτώσεις όπου τα δεδομένα του προβλήματος δεν διαχωρίζονται με μια απλή γραμμή. Ιστορικά, αυτός ήταν και ο κυριότερος λόγος για τον οποίο η εξέλιξη της τεχνητής νοημοσύνης σταμάτησε για μεγάλο χρονικό διάστημα. Οι απλοί νευρώνες αποδείχθηκε πως δεν θα μπορούσαν ποτέ να εκπαιδευτούν για να απαντήσουν σε μη-γραμμικά διαχωρίσιμα προβλήματα. 
Το 1982 διατυπώθηκε και αποδείχθηκε η πεποίθηση πως διασυνδέοντας Perceptrons σε πολλαπλά επίπεδα, δημιουργούνται ΤΝΔ ικανά να εκπαιδευτούν για κάθε περίπτωση. Πράγματι, τα Multi-Layer Perceptrons αποτελούν μέχρι και σήμερα την βασική αρχιτεκτονική πολλών ΤΝΔ.
[image: ]Σχήμα 5: MLP με δύο κρυφά επίπεδα
Ένα MLP αποτελείται από:
(α) το στρώμα εισόδου (input layer), το οποίο αντιπροσωπεύει το σύνολο των χαρακτηριστικών που συνθέτουν μία είσοδο. Το πλήθος των κόμβων εισόδου εξαρτάται αποκλειστικά από τον αριθμό των χαρακτηριστικών των δεδομένων. Οι κόμβοι εισόδου δεν κάνουν κάποια επεξεργασία.
(β) ένα ή περισσότερα κρυφά στρώματα (hidden layers), τα οποία περιέχουν πολλά perceptrons διασυνδεδεμένα μεταξύ τους κατά ποικίλους τρόπους. Το πλήθος των κρυφών στρωμάτων όσο και το πλήθος των νευρώνων κάθε στρώματος είναι επιλογή του προγραμματιστή. Υπάρχουν μόνο κάποιοι εμπειρικοί κανόνες για την επιλογή αυτή, ώστε να αποφευχθούν φαινόμενα υπερπροσαρμογής ή υποπροσαρμογής του MLP στα δεδομένα εισόδου.
(γ) το στρώμα εξόδου (output layer), το οποίο αντιπροσωπεύει τις δυνατές απαντήσεις του ΤΝΔ. Το πλήθος των δυνατών κατηγοριών στις οποίες το MLP θα εντάξει την πληροφορία εισόδου (με διαφορετικές πιθανότητες) καθορίζει και το πλήθος των κόμβων αυτού του επιπέδου.
ΔΙΑΔΙΚΑΣΙΑ ΕΚΠΑΙΔΕΥΣΗΣ
Το βασικότερο χαρακτηριστικό των ΤΝΔ είναι ότι διαθέτουν μηχανισμό εκμάθησης και μπορούν να εκπαιδευτούν. Σε αντιστοιχία με τον εγκέφαλο, ο οποίος αλλάζει και μαθαίνει μέσα από τις εμπειρίες του ανθρώπου, έτσι και τα ΤΝΔ μεταβάλλονται μέσα από την επαναληπτική προσπάθειά τους να δώσουν ως έξοδο το σωστό αποτέλεσμα. Στην εποπτευόμενη μάθηση (supervised learning), υπάρχει μια οντότητα εκτός του ΤΝΔ η οποία μπορεί να εκτιμήσει την συμπεριφορά του ΤΝΔ και να δώσει ανατροφοδότηση στο ΤΝΔ ώστε αυτό κατά κάποιο τρόπο να αναδιοργανωθεί. Στην ενότητα αυτή περιγράφουμε την διαδικασία εκπαίδευσης ενός MLP.
Για την εκπαίδευση του MLP χρησιμοποιείται ένα μεγάλο σύνολο δεδομένων (training data set) για τα οποία γνωρίζουμε από πριν την σωστή απάντηση. Κάθε δεδομένο αποτελείται πιθανώς από πολλά χαρακτηριστικά, άρα δηλ. όλες οι τιμές εισόδου συνθέτουν κάθε φορά ένα αντικείμενο.
Αρχικά, το MLP δεν έχει προηγούμενη γνώση. Αυτό σημαίνει πως οι τιμές των βαρών wi σε όλες τις εισόδους όλων των νευρώνων μέσα στο δίκτυο είναι τυχαίοι πραγματικοί αριθμοί. 
Επεξεργάζεται το πρώτο αντικείμενο σύμφωνα με την διαδικασία που περιγράφηκε νωρίτερα και καταλήγει σε ένα σύνολο τιμών εξόδου. Οι τιμές αυτές είναι η απάντηση του MLP και δείχνουν την πιθανότητα με την οποία εντάσσει το συγκεκριμένο αντικείμενο σε κάθε μία από τις δυνατές κατηγορίες.
Η πρόβλεψη αυτή του MLP δεν θα είναι οπωσδήποτε σωστή. Υπολογίζεται το σφάλμα, που δείχνει πόση απόκλιση υπάρχει από τις αναμενόμενες σωστές τιμές εξόδου και το MLP καλείται να διορθώσει τις τιμές των βαρών προς τα πίσω. Η διόρθωση των βαρών είναι ουσιαστικά η διαδικασία μάθησης. Το MLP αναδιοργανώνεται και προσπαθεί να ελαχιστοποιήσει το λάθος στην έξοδο.
Στη συνέχεια επεξεργάζεται το δεύτερο αντικείμενο. Υπολογίζεται το λάθος στην έξοδο και τα βάρη διορθώνονται και πάλι. Η διαδικασία αυτή επαναλαμβάνεται για όλα τα αντικείμενα του training data set και τότε έχει ολοκληρωθεί μια εποχή (epoch). 
Αν το MLP δεν λειτουργεί ακόμη ικανοποιητικά, δηλ. συνεχίζει να παράγει λάθη, η εποχή επαναλαμβάνεται. Μετά από πολλές εποχές, το MLP θα έχει μάθει να αναγνωρίζει τα χαρακτηριστικά των αντικειμένων στα οποία εκπαιδεύτηκε, οπότε και μπορεί να δοκιμαστεί με άγνωστα αντικείμενα, τα οποία δεν υπήρχαν στο training data set.
[image: ]Σχήμα 6: Παράδειγμα διαδικασίας εκπαίδευσης
ΥΛΟΠΟΙΗΣΗ ΚΑΙ ΕΚΠΑΙΔΕΥΣΗ ΕΝΟΣ MLP
Το MLP που υλοποιήσαμε αποτελείται από τρία επίπεδα, ένα input, ένα hidden κι ένα output. Το πλήθος των κόμβων κάθε επιπέδου μπορεί να οριστεί παραμετρικά. Για παράδειγμα, αν υποθέσουμε ότι τα δεδομένα είναι εικόνες διαστάσεων 64x64, οι κόμβοι εισόδου πρέπει να είναι 12288 (=64x64x3) ώστε να περιέχουν την χρωματική πληροφορία (rgb) κάθε pixel. Οι κόμβοι εξόδου μπορεί να είναι ένας (πχ αν το MLP εκπαιδευτεί να αναγνωρίζει την ύπαρξη φωτιάς σε εικόνες) ή περισσότεροι (πχ δέκα αν το MLP εκπαιδευτεί να αναγνωρίζει ποιον αριθμό δείχνει με τα δάχτυλά του ένας άνθρωπος). Οι κρυφοί κόμβοι ορίζονται επίσης παραμετρικά και το πλήθος τους αποφασίζεται παρακολουθώντας την πρόοδο του MLP κατά την εκπαίδευσή του. Εμείς πειραματιστήκαμε με 100 έως 200 κρυφούς κόμβους.
Μια σημαντική παράμετρος είναι ο ρυθμός μάθησης του MLP, που εκφράζει πόσο απότομα διορθώνει τα βάρη όταν συμβαίνει λάθος. Καταλήξαμε στην τιμή 0,01 ως ρυθμό μάθησης, διότι είδαμε ότι γρήγορες αλλαγές στα βάρη δεν βοηθούν το MLP να εκπαιδευτεί σωστά.
Ως δείκτη καλής λειτουργίας του MLP χρησιμοποιήσαμε το μέσο τετραγωνικό σφάλμα σε κάθε εποχή (Russel & Norvig 2005). Παρατηρήσαμε ότι χρειάστηκαν περισσότερες από 70 εποχές μέχρις ότου το μέσο τετραγωνικό σφάλμα να πέσει κάτω από το 0,1.
Τα μαθηματικά της διαδικασίας πρόβλεψης και διόρθωσης του MLP περιλαμβάνουν κατά κανόνα αθροίσματα γινομένων, τα οποία παραπέμπουν σε πράξεις γραμμικής άλγεβρας μεταξύ πινάκων. Γιαυτό και οι δομές δεδομένων που χρησιμοποιήσαμε στον κώδικά μας ήταν δυναμικοί μονοδιάστατοι και δισδιάστατοι πίνακες.
Μετά την ολοκλήρωση της εκπαίδευσης του MLP, καταγράφουμε σε αρχείο όλα τα βάρη μεταξύ των διαφόρων επιπέδων. Τα βάρη αυτά αντιπροσωπεύουν το εκπαιδευμένο δίκτυο και στο εξής φορτώνονται στην αρχή κάθε διαδικασίας πρόβλεψης. Πρόκειται για ένα εντυπωσιακά μεγάλο αρχείο αριθμών, πολλών MB.
Δοκιμάσαμε τον ίδιο κώδικα για 2 διαφορετικές περιπτώσεις. Στην 1η περίπτωση εκπαιδεύσαμε το MLP με περίπου 2000 φωτογραφίες για να αναγνωρίζει την ύπαρξη φωτιάς. Το επίπεδο εξόδου είχε έναν μόνο κόμβο και το αριθμητικό αποτέλεσμα ήταν ο βαθμός βεβαιότητας (πιθανότητα) του MLP κατά πόσο η εικόνα εισόδου δείχνει φωτιά. Χρειάστηκαν περίπου 90 εποχές εκπαίδευσης και ο βαθμός επιτυχίας στις δοκιμές ήταν ~85%. 
Ενσωματώσαμε το MLP σε έναν δορυφόρο CanSat, στο πλαίσιο της συμμετοχής μας στον διαγωνισμό CanSat in Europe, και το MLP επεξεργάστηκε πραγματικές φωτογραφίες που έλαβε ο δορυφόρος κατά την πτήση του (στην Ελλάδα και στην Ισπανία). 
[image: ]Σχήμα 7: Φωτογραφίες CanSat από Ελλάδα (πάνω – εκτίμηση φωτιάς 0,002) και  Ισπανία (κάτω – εκτίμηση φωτιάς 0,97).
Δεν μπόρεσε να εκτιμήσει σωστά όλες τις φωτογραφίες κι αυτό είναι κάτι που το περιμέναμε εν μέρει, διότι από την φύση τους τα MLP δίκτυα χάνουν την  χωρική πληροφορία των εικόνων.
Στην 2η περίπτωση, εκπαιδεύσαμε  το MLP με περίπου 3000 φωτογραφίες για να αναγνωρίζει τους 5 αριθμούς που μπορούν να σχηματιστούν με τα δάχτυλα ενός χεριού. Στο επίπεδο εξόδου υπήρχαν 5 κόμβοι και το αριθμητικό αποτέλεσμα κάθε κόμβου ήταν η πιθανότητα η εικόνα εισόδου να απεικονίζει τον συγκεκριμένο αριθμό. Χρειάστηκαν περίπου 70 εποχές εκπαίδευσης για ασπρόμαυρες εικόνες.
Θέλουμε να τονίσουμε ότι ο κώδικας του MLP δεν τροποποιήθηκε. Το ίδιο δηλ. νευρωνικό δίκτυο εκπαιδεύτηκε με επιτυχία για δύο εντελώς διαφορετικά προβλήματα. 
Ο προγραμματισμός έγινε σε γλώσσα Processing (Processing, 2024) η οποία βασίζεται στην Java. Ο κώδικάς μας είναι στη διάθεση κάθε ενδιαφερόμενου που θα ήθελε να επικοινωνήσει μαζί μας.
ΕΝΑΣ ΜΑΘΗΤΗΣ ΠΟΥ ΜΑΘΑΙΝΕΙ ΜΟΝΟΣ ΤΟΥ
Το MLP είναι πραγματικά ένας καλός μαθητής που με λίγη προσπάθεια εκ μέρους μας μπορεί να εκπαιδευτεί! Αξίζει όμως να αναφέρουμε ότι υπάρχει μια κατηγορία ΤΝΔ που είναι “μαθητές που μαθαίνουν μόνοι τους”. Στα δίκτυα αυτά δεν δίνουμε καμιά πληροφορία για το νόημα των δεδομένων εισόδου και δεν μας χρειάζονται για επιβεβαίωση, εκπαιδεύονται χωρίς επίβλεψη (unsupervised learning). Αυτό που κάνουν είναι να επεξεργάζονται τα δεδομένα, μετατρέποντάς τα σε διαφορετικές ολοένα και μικρότερες αναπαραστάσεις, οι οποίες περιέχουν το σημαντικό και αναγκαίο σύνολο συμπιεσμένης πληροφορίας, από την οποία μπορεί να αναπαραχθούν τα αρχικά δεδομένα. Κατά την εκπαίδευσή τους, δέχονται πολλά αρχικά δεδομένα (πχ ένα σύνολο εικονων), συμπιέζουν και υπολογίζουν την τελική συμπιεσμένη αναπαράσταση για το καθένα. Έπειτα προσπαθούν να δημουργήσουν τα αρχικά δεδομένα από την αναπαράσταση αυτή. Αν το πετύχουν, έχουν εκπαιδευτεί σωστά. Αν δεν το πετύχουν, διορθώνουν τα βάρη και επαναλαμβάνουν τη διαδικασία.
Στην παρούσα εργασία, ωστόσο, δεν ασχοληθήκαμε με αυτή την κατηγορά ΤΝΔ.
ΕΠΙΛΟΓΟΣ
Η εκπαίδευση ενός ΤΝΔ με επίβλεψη απαιτεί πειραματισμό και υπομονή μέχρις ότου καθοριστούν ο τελικές παράμετροί του: πλήθος επιπέδων, πλήθος κόμβων, εποχές, ρυθμός μάθησης. Είδαμε ότι το κύριο μειονέκτημα των MLP νευρωνικών δικτύων, όταν πρόκειται να επεξεργαστούν εικόνες, είναι το γεγονός ότι χάνουν την χωρική πληροφορία. Καταλληλότερα για επεξεργασία εικόνων, αλλά και πολύ πιο σύνθετα, είναι τα συνελικτικά νευρωνικά δίκτυα (CNN), για τα οποία και υπάρχουν έτοιμες αρχιτεκτονικές.
Γνωρίζουμε ότι γενικότερα σήμερα κανείς πλέον δεν υλοποιεί ένα ΤΝΔ από το μηδέν. Υπάρχουν πολλές έτοιμες αρχιτεκτονικές, έτοιμα εκπαιδευμένα δίκτυα τα οποία μπορούν μέσω διαδικασιών fine-tuning να επανεκπαιδευτούν γρήγορα για νέες καταστάσεις. Ωστόσο, η ενασχόλησή μας με την υλοποίηση του δικού μας MLP μας έπεισε ότι ο κόσμος της Τεχνητής Νοημοσύνης δεν είναι ακατανόητος, είναι απλά αχανής.
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